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Abstract

The pitch contours of Mandarin two-character words are generally understood as being shaped by the un-
derlying tones of the constituent single-character words, in interaction with articulatory constraints imposed
by factors such as speech rate, co-articulation with adjacent tones, segmental make-up, and predictability.
This study shows that tonal realization is also partially determined by words’ meanings. We first show, on
the basis of a Taiwan corpus of spontaneous conversations, using the generalized additive regression model,
and focusing on the rise-fall tone pattern, that after controlling for effects of speaker and context, word
type is a stronger predictor of pitch realization than all the previously established word-form related pre-
dictors combined. Importantly, the addition of information about meaning in context improves prediction
accuracy even further. We then proceed to show, using computational modeling with context-specific word
embeddings, that token-specific pitch contours predict word type with 50% accuracy on held-out data, and
that context-sensitive, token-specific embeddings can predict the shape of pitch contours with 30% accuracy.
These accuracies, which are an order of magnitude above chance level, suggest that the relation between
words’ pitch contours and their meanings are sufficiently strong to be functional for language users. The
theoretical implications of these empirical findings are discussed.
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1 Introduction
The tone system of Mandarin Chinese is commonly described as having four lexical tones, namely high level
(T1), rising (T2), dipping/low (T3), and falling (T4), plus one neutral or floating tone whose shape depends
on the preceding tone (Chao, 1968). While these tonal representations are well established in the relevant
literature, and are taught both in Chinese schools and in second language learning classrooms, it is also
known that their realizations, i.e. the actual pitch contours of spoken words, can differ significantly from
the canonical descriptions.

Xu (2001) distinguishes two sources of tonal variation: involuntary and voluntary. Involuntary variation
arises from articulatory constraints posited to be beyond the speaker’s control. Voluntary variation arises
from the speaker’s communicative intentions, such as eliciting a question or creating emphasis, where changes
in rhythm, accent placement, and intonation can all give rise to substantial modification of tonal realization;
these voluntary constraints are intimately related to the syntactic and pragmatic functions of an utterance
(Gårding, 1987; Liu and Xu, 2005; Shen, 1989, 1990a; Xu, 1999). In addition, the realization of tone
is modulated by sociolinguistic and paralinguistic factors such as gender, dialect, and emotion (Fon and
Chiang, 1999; Zhang et al., 2006).

Involuntary articulatory constraints on tone production arise both from the segmental makeup of syllables
and from the processes of connected speech. At the syllable level, vowels, onsets, and syllable structure all
contribute to tonal variation (Fon and Hsu, 2007; Ho, 1976; Howie, 1974; Whalen and Levitt, 1995; Xu and
Xu, 2003). At the utterance level, where a sequence of tones is produced, the realization of a given tone is
greatly influenced by its preceding and following tones, leading to tonal co-articulation (Shen, 1990b; Shih,
1988; Xu, 1997). Co-articulated tones usually deviate from their canonical tonal shapes; in extreme cases the
original shapes are no longer preserved (Shen, 1989; Shih and Kochanski, 2000) and may be unrecognisable to
native speakers (Xu, 1994). Physically speaking, it requires a certain amount of time to raise or lower pitch
(Xu and Sun, 2002), and therefore tonal realizations are very dependent on whether speakers have sufficient
time to realize a given tonal contour. Under the time pressure of fast speech, tonal targets can usually not be
fully realized (Tang and Li, 2020); this leads to significant deviation from the canonical patterns and often
results in tonal reduction (Cheng and Xu, 2015). The accepted descriptions of the tones as ‘level’, ‘rising’,
‘dipping/low’, and ‘falling’ are therefore generalizations across considerable variability in the fine detail of
their phonetic realizations.

In the extensive literature on Mandarin tones, their semantic function is straightforwardly simple: differ-
ent tones distinguish between alternative meanings. For instance, 就 jiù ‘then’ and九 jiǔ ‘nine’ are differen-
tiated by having a falling and a dipping tone, respectively. However, the very same combinations of segments
and tone often realize many other different meanings, as exemplified by 九 jiǔ ‘nine’ and 酒 jiǔ ‘alcoholic
beverage’. The combination of strong phonotactic constraints on syllable structure and a limited number of
lexical tones has given rise to widespread homophony and polysemy, often in combination with homography.
For instance, 就 jiù ‘then’, has a wide range of translation equivalents in English, including then, at once,
only, already, to approach, to accomplish, to suffer, and to take advantage of (https://www.pleco.com/,
s.v.).

The examples in the preceding paragraph are all monosyllabic words, hence written with a single char-
acter; however, in the Chinese Lexical Database (Sun et al., 2018), only 8% of the 48,000 words are mono-
syllabic. The majority of Mandarin words are disyllabic, written with two characters.1 The tonal targets of
disyllabic words are taken to be subject to the same voluntary and involuntary constraints that govern the
realization of tone in monosyllabic words. As a consequence, all disyllabic words sharing, for example, an
initial falling tone and a subsequent rising tone are assumed to be realized with the same underlying pitch
contour; any differences in how the tones are realized are assumed to be attributable to the involuntary and
voluntary processes described above. However, the present study will show that, alongside the known artic-
ulatory constraints, there is a previously undocumented close association between the meanings of Mandarin
disyllabic words and the realization of their tonal contours.

The basis for our study was laid by a growing body of research on English showing that fine-grained
phonetic variation can be systematically associated with differences in meaning. For example, at the word
level, Gahl (2008) showed that homophones such as time and thyme are realized with different acoustic
durations. In the same vein, Lohmann (2018) found that the durations of words such as cut depend on
whether they are used as nouns or verbs. These differences in word duration were initially explained as a
consequence of the different relative frequencies of the homophones in these studies. However, Gahl and
Baayen (2024) showed that the meanings of English homophones are a strong co-determinant of their spoken
word durations even after frequency differences and other co-determinants such as speech rate are taken

1In this study we use a corpus of Taiwan Mandarin spontaneous speech (Fon, 2004) and take the word labels supplied by the
corpus as given. The labeled words include, for example, nouns such as 學校 xuéxiào ‘school’, verb forms such as 學到 xuédào
‘learn+resultative’, and negated verbs such as 不是 búshì ‘not+be’. Since all these forms have two syllables, we refer to them
collectively as disyllabic words.
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into account. A relationship between meaning and duration has also been found for the English suffix /s/:
different grammatical functions of this suffix (e.g., plural and third person singular) tend to be realized
with different durations (Plag et al., 2017). Furthermore, the relationship between meaning and phonetic
realization may extend beyond durational differences. Drager (2011) reported that the phonetic realization
of the word like varies according to its discourse or grammatical meanings, not only in the duration of the
consonants but also in the degree of diphthongisation of the vowel.

The results described in the previous paragraph are compatible with a theory of the mental lexicon that
postulates a direct connection between the context-specific meaning of a word token and the details of its
phonetic realization. Such a theory has been computationally implemented as the Discriminative Lexicon
Model, henceforth DLM (Baayen et al., 2019; Chuang and Baayen, 2021; Heitmeier et al., 2023c). In this
model, lexis and morphology are acquired through a process of error-driven discriminative learning that
allows for fine-grained alignments between low-level properties of form and low-level properties of meaning,
both operationalized as high-dimensional numeric vectors. The model captures relationships between these
vectors in two networks: a comprehension network that maps word form onto word meaning, and a production
network that maps word meaning onto word form. The model does not store whole word representations
of either kind; rather, the model’s memory consists of a set of networks in which the connection weights
are continuously recalibrated with each learning event. In the corresponding theory of the mental lexicon,
word forms and meanings do not have representations in memory. The forms are ephemeral auditory or
visual experiences, which dynamically generate corresponding, equally ephemeral, meaning representations.
Conversely, a meaning conceptualized by a speaker at a given point in time is dynamically transformed into
ephemeral representations driving articulation. In other words, the DLM posits a lexicon in which lexical
items are neither static nor discrete. Rather, the lexicon is taken to consist of a series of dynamic, modality
specific neural networks (Baayen et al., 2019) which are constantly fine-tuned, by adjusting connection
weights, in order to optimize word comprehension and production.

At this point, the question arises of how to understand the linguistic term ‘word’. In this study, we
define word token as a pairing of a specific form (which can be represented mathematically as a high-
dimensional numeric vector) with a specific meaning (which can also be represented mathematically as a
high-dimensional numeric vector). We define word type (or simply, word) as a set of word tokens that
have the property of having both similar forms and similar meanings. For instance, the set of phonetic
realizations of 酒 jiǔ and their corresponding context-specific meanings (‘wine, liquor, spirits, alcoholic
beverage’, https://www.pleco.com/, s.v.) jointly constitute the tokens of the word type 酒.2 This working
definition of ‘word’ seeks to do justice to the fact that no two tokens of the same word, as produced by
humans, are ever completely identical in form. It also seeks to do justice to the insights from distributional
semantics that what a word means varies with its context (Elman, 2009; Firth, 1968; Harris, 1954; Landauer
and Dumais, 1997). Thus, in the framework of the DLM, words are sets of input-output pairs on which the
production and comprehension networks are trained, that leave ‘traces’ in the connection weights of these
networks, but that are themselves not stored as independent entities.

If the lexicon consists of networks of connection weights, then it is possible that properties of these
networks can account for the variation in fine phonetic detail described above. This hypothesis is supported
by a series of studies that have used the DLM to model such variation. For example, Gahl and Baayen (2024)
used the DLM to model the different spoken word durations of English homophones, which turn out to be
partly determined by how well the spoken form of a homophone token can be predicted from the meaning of
that token. Using the same framework, Saito et al. (2023) showed that the strength of connection between
features of form and meaning is predictive of the extent to which the tongue is lowered during the articulation
of the German [a] vowel, as registered using electromagnetic articulography. For Mandarin, Chuang et al.
(2023) were able to predict the duration of words in spontaneous speech in a similar way; as found for other
languages, a Mandarin word’s duration tends to be longer if its form and meaning are well aligned, although
this pattern appears to be restricted to shorter, semantically transparent words.3

Both the theoretical assumptions of the DLM and the empirical studies of English homophoneous words
and affixes by Gahl and Baayen (2024) and Plag et al. (2017) respectively, suggest the possibility that
Mandarin homophones also differ systematically in phonetic detail, i.e., that their segments and/or tones are
realized slightly differently according to the intended meaning. This could apply to homographic pairs such
as大家 dàjiā ‘everyone’ and ‘art master’, as well as to non-homographic pairs such as樹木 shùmù ‘tree’ and
數目 shùmù ‘number’. In other words, it is possible that the realizations of canonical tones are determined
not only by the involuntary and voluntary constraints previously described, but also by the context-specific
meanings of the word tokens on which they are realized. If this is correct, then conversely it is not only
the four canonical pitch contours that help to distinguish between alternative meanings, but also the finer
details of their phonetic realization. This brings us to the central hypothesis of our study:

2Note that, in this case, the Chinese orthographic character can be used to represent the word, since 酒 is not homographic:
all its meanings cluster around the concept of ‘alcoholic beverage’.

3In this context, ‘shorter’ words are those whose canonical spoken forms have fewer segments.
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The unique pitch contour of each spoken Mandarin word token is determined in part by the specific
meaning of that token. A speaker can learn to produce meaning-specific pitch contours, and these
meaning-specific contours are functional for the listener.

The following four predictions about Mandarin words follow from this hypothesis:

1. Variation in the tonal realization of a word cannot be reduced to the segment-related constraints on
articulation previously described in the literature.

2. Information about a word’s meaning in context will improve prediction of its tonal realization.

3. Given a pitch contour, the meaning of its carrier token can be predicted above chance level, assuming
the listener has previous experience of that word type.

4. Assuming they have previous experience of a given word type, a speaker can produce an appropriate
pitch contour for a meaning they want to convey with that word.

In this paper we explore these predictions for disyllabic words with the canonical tone specification of a
rising tone (T2) followed by a falling tone (T4), henceforth RF. The disyllabic word is a natural choice
for our study since Mandarin vocabulary is composed mostly of disyllabic words (Huang et al., 2010; Wu
et al., 2023). We decided to focus on the RF pattern, because it is the heterogeneous tonal combination with
the highest number of word types and tokens in the speech corpus we used, namely the Taiwan Mandarin
spontaneous speech corpus (Fon, 2004). We wanted to investigate a heterogeneous tonal combination rather
than a homogeneous one to ensure that the results obtained are not specific to a given tone.

The remainder of the paper proceeds as follows. Section 2 addresses the first two predictions listed
above. It describes how we used generalized additive modeling to analyze the pitch contours of RF words
extracted from the above-mentioned corpus of spontaneous speech. We discuss our modeling strategy, and
present the results of an analysis based on word type and one enhanced with word sense. These results are
then triangulated with a separate analysis using a Random Forest algorithm. Section 3 addresses the third
and fourth predictions. It describes how we used computational modeling with the DLM to demonstrate
that meaning-specific pitch contours have the potential to facilitate comprehension and to be produced in
response to intended meaning. Section 4 is a discussion of the implications of our results.

2 Establishing word and meaning-specific pitch contours
This section describes how we addressed the first two predictions outlined in Section 1. We first modeled the
pitch contours of spoken tokens of Mandarin disyllabic words with the RF tonal pattern, using generalized
additive modeling. To explore Prediction 1, we evaluated the effectiveness of word type as a predictor of tonal
realization, compared with the segment-related articulatory constraints previously described in the literature.
To explore Prediction 2, we evaluated whether adding information about a word’s meaning in context would
improve prediction of tonal realization, compared with word type alone. Finally, we triangulated the results
of the generalized additive models with a random forest analysis. Sections 2.1 to 2.4 describe aspects of the
methodology, Sections 2.5 to 2.7 report the results of the generalized additive models, Section 2.8 presents
the random forest analysis, and Section 2.9 summarizes the Section 2 overall.

2.1 Generalized additive modeling
Classical analyses of pitch typically take measurements at various contour landmarks, such as maximum
and minimum F0 values. However, since pitch actually varies continuously with time, such analyses miss
much of the detail of the F0 contour. To better capture the complete shapes of tonal variations, we modeled
the pitch contours of the tokens in our data using generalized additive models, henceforth GAMs (Wood,
2017). GAMs relax the regression assumption that the relation between a predictor and response should be
linear; instead, the model incorporates individual, potentially nonlinear relationships between each predictor
variable and the response variable. For main effects, this relationship is estimated using functions known
as smoothing splines (henceforth smooths), which can fit either a line or a (possibly wiggly) curve to the
data, as required. Nonlinear interactions can be included using functions called tensor product smooths,
which fit a wiggly (hyper)surface for the joint effect of two or more predictors. In addition, it is possible
to include nonlinear random effects, for instance by using functions called factor smooths (Baayen et al.,
2022), which fit a wiggly curve for each level of the random factor, e.g. for each individual speaker in the case
of a by-speaker factor smooth. Because GAMs model complex non-linear relationships, they make it possible
to model F0 as a nonlinear function of time across an utterance, while also including other predictors known
to affect pitch, such as speech rate and speaker gender. They can thus capture fine-grained modulations of
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Figure 1: Toy dataset. The left-hand panel shows the F0 contours of single tokens of six Taiwan Mandarin
words with the RF tonal pattern, produced in isolation by the same speaker. The right-hand panel shows
the RF contour predicted by the a simple GAM, using a thin plate regression spline smooth for normalized
time as predictor.

pitch as time unfolds. For previous applications of GAMs to the analysis of pitch, see Chuang et al. (2021);
Kösling et al. (2013); Soskuthy (2021); Sun and Shih (2021); Wieling et al. (2016).4

To illustrate our GAM-based modeling strategy, we created a toy dataset consisting of six disyllabic
Mandarin word types with the RF tonal pattern. Their audio files were downloaded from Meng Dian, a
publicly available Taiwanese online dictionary5. In the audio files, a single speaker pronounces each word
twice, so that we had a total of 12 tokens all from the same speaker. We measured the F0 of each token
every 15 ms and then transformed these time points onto a normalized time scale of 0-1. The F0 values of
one of the two renditions of each of the six words are plotted on this normalized time scale in the left-hand
panel of Figure 1. It can be seen that the RF tonal sequence in Mandarin is realized with a small initial fall,
followed by a rise, and finally a much larger fall. The dipping realization of T2 is consistent with previous
findings that the rising portion of Mandarin T2 is usually preceded by a slight fall (Ho, 1976; Moore and
Jongman, 1997; Shen and Lin, 1991; Shih, 1988; Tseng, 1981; Xu, 1997).6

Using the mgcv package (Wood, 2017) for R (R Core Team, 2022), we fitted a GAM to the toy dataset,
with F0 as the dependent variable and normalized time as the only predictor. Including time as a predictor
allows us to model the entire pitch contour of a tonal pattern by predicting F0 at regular intervals across a
token of that pattern. The pitch contour predicted by the GAM, shown in the right-hand panel of Figure 1,
captures the general trend with some precision, mirroring the raw data on the left. This graph is the model’s
best estimate of the average population contour for words with the RF tonal pattern, given the 12 tokens
in our toy dataset. However, the empirical contours show considerable variation around this average, even
for a single speaker producing citation forms in isolation. This variability in realization is the focus of our
study.

To investigate whether individual tonal realizations might be related to the meaning of the carrier word
token, we enriched the model with a by-word factor smooth, which is effectively a nonlinear, time-dependent,
random effect for word type. In the present example, provided purely for illustration of the method, the
by-word smooths are based on just two tokens of each word.7 This mixed model predicts, for each word
type, a word-specific adjustment contour which has to be added to the population pitch contour to obtain
the predicted pitch for a given word type. The by-word adjustment contours estimated by the GAM are
visualized in the left-hand panel of Figure 2. The dotted line at y = 0 is a reference line: an adjustment
curve for a given word that followed this line would indicate that no adjustment is needed and that this
word’s pitch is identical to the population contour. Deviations above this reference line indicate an upward
F0 adjustment, and deviations below it indicate a downward adjustment. The word 職業 zhíyè ‘profession’,

4Examples of the application of GAMs to other phonetic data such as tongue movement trajectories obtained from electro-
magnetic articulography can be found in Saito et al. (2023); Tomaschek et al. (2019b); Wieling et al. (2016). For GAMs used
for modeling chronometric data, see, e.g., Baayen et al. (2022, 2017); Heitmeier et al. (2023c).

5Available at https://racklin.github.io/moedict-desktop/addon.html.
6The initial fall could also reflect dialectal variation specific to Taiwan Mandarin, as in this language, T2 is predominantly

realized with a concave contour. This concave contour may have become a standardized realization that no longer reflects
articulatory constraints (see e.g., Fon and Hsu, 2007).

7For detailed discussion of the ways in which these smooths can be specified, and the accuracy of these smooths, see Baayen
et al. (2022).
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Figure 2: Toy dataset. The left-hand panel shows by-word adjustment contours from the toy model with
only by-word factor smooth and normalized time as predictors. The right-hand panel plots the fitted contour
for each word, with the predicted general contour (identical for all words) indicated by the dashed line.

for example, represented by a pink curve, requires an upward adjustment for the entire contour, although the
amount of adjustment varies across time. When a given word’s adjustment contour is added to the general
contour, we obtain its fitted contour, as shown in the right-hand panel of Figure 2. The dashed line in each
graph represents the general contour which is, by definition, the same for all words. The red line (along with
its confidence interval in blue) plots the fitted contour for the word in question. These fitted contours vary
from word to word. For 職業 zhíyè ‘profession’, presented in the right-most upper panel, the entire fitted
contour is above the general average contour, as expected. The homophone pair 程式 chéngshì ‘computer
program’ and 城市 chéngshì ‘city’, shown in the left and middle lower panels, have similar but not identical
fitted contours, as would be expected if word meaning, as well as word form, plays a role in determining
tonal realization.

Although this is just a toy example, it does illustrate two important aspects of the more detailed analyses
reported below. Firstly, we can decompose the observed pitch contour of any token into a general population
contour plus various more specific contours, including a meaning-specific adjustment contour. Secondly,
GAMs can identify such meaning-specific contours and, given an adequate sample size, they could inform us
about whether including meaning-specific contours improves model fit.

In what follows, we turn to a much larger dataset of spontaneous spoken Taiwan Mandarin, and consider
a much broader set of predictors that allow us to bring under statistical control a wide range of constraints
known to co-determine the realization of pitch. If there is indeed a semantic component to the tonal
realization of Mandarin disyllabic word tokens, then by-word factor smooths should be well-supported even
when relevant control variables are taken into account.

2.2 Data
We used the Taiwan Mandarin spontaneous speech corpus (Fon, 2004), which consists of about 30 hours of
recorded interviews with 55 native Taiwan Mandarin speakers aged between 20 and 60 years, 31 identified as
female and 24 identified as male. This corpus contains 94,783 disyllabic word tokens, 11,482 of which have
the RF tonal pattern8. These 11,482 tokens represent 707 orthographic word types. More than two-thirds
of the tokens belong to one of five types: 然後 ránhòu ‘and then’, 時候 shíhòu ‘during which’, 不會 búhuì ‘do
not’,還是 háishì ‘still, or’ and一樣 yíyaǹg ‘likewise’. In order to avoid model predictions being heavily biased
towards these five high-frequency words, we randomly sampled 300 tokens for each of these five types for
inclusion in our dataset.9 We furthermore excluded words with fewer than 20 occurrences from the dataset,
in order to avoid overfitting to low-frequency words. As a consequence, our initial dataset comprised 9,496
tokens across 53 word types.

Subsequently, we extracted the sound files of these tokens and measured their F0 values using Praat
(Boersma and Weenink, 2019). F0 values were taken every 15 ms, and therefore tokens of longer duration
had more measurement datapoints than shorter tokens. In order to make sure every token had sufficient
datapoints for model fitting, we excluded extremely short tokens with fewer than six datapoints, which

8These tokens also include tone sandhi words containing 一 ȳı and 不 bù, which have T2 realizations when followed by T4
syllables.

9The figure of 300 was an arbitrary choice at the upper end of the frequency range for the other words in the dataset.
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constituted about 5% of the data. Next, we removed tokens where an F0 extraction error was likely. F0
extraction errors usually result from pitch halving or doubling, and lead to abrupt big changes in the
recorded F0 values. We therefore first obtained, for each token, all the F0 differences between consecutive
measurements, and then calculated the standard deviation of these difference values. The standard deviation
is large when F0 measurements are discontinuous and fluctuate abruptly. Tokens with standard deviations
greater than the 9th decile of the distribution were considered to be outliers, hence likely to involve extraction
errors, and were excluded from further analyses. Finally, two words were excluded because their tokens were
all contributed by only one speaker.

The final dataset for the first analysis, reported below in Section 2.6, consisted of a total of 3,778 tokens
representing 51 word types. Since these types do not include any heterographic homophones, there is a
one-to-one correspondence between the orthographic labels of the tokens in our data and their canonical
spoken forms. We therefore assume that tokens with the same label bear some similarity to one another in
both form and meaning, i.e. belong to the same word type.10

2.3 Predictors
The core predictors in our GAM models are described in Section 2.3.1 below. As far as possible, we also
included as controls all the variables that have previously been shown to influence tonal realization, as
outlined in Section 1 above. These control predictors can be grouped into three major categories: speaker-
related, context-related, and segment-related. They are described in Sections 2.3.2 to 2.3.4 respectively.

2.3.1 Core predictors

Word type: We coded each word token in our dataset for its word type (word), using the orthographic
representation of the token in the corpus as the identifier of its word type.11

Sense: Unlike heterographic homophony, homographic homophony and polysemy are common in Mandarin
disyllabic words. In lexicography, such diversity of meaning is usually addressed by attempting to enumerate
the various possible senses of a given orthographic form. Similarly, in computational semantics, systems have
been devised for disambiguating word senses from amongst a finite set of possibilities. The validity of this
approach has been questioned, e.g. by Kilgarriff (2007, p. 29), who pointed out that there are ‘no decisive
ways of identifying where one sense of a word ends and the next begins’; polysemy is actually much more
subtle and nuanced than a set of discrete possibilities would suggest. Nevertheless, sense annotations do
capture, however crudely, some aspects of the variability in words’ meanings. Furthermore, within the context
of modeling pitch contours with GAMs, discrete senses are convenient because we can straightforwardly
estimate specific pitch contours for each sense. We therefore coded every word token in the dataset for sense,
using a word sense disambiguation system (Hsieh and Tseng, 2020) based on the Chinese Wordnet (Huang
et al., 2010). The possible values of this variable correspond to the senses identified by the disambiguation
system. More than one sense was identified for 35 of the 51 words in the dataset, with a total of 130 senses
overall. All except two of the words had between one and five senses; of the two outliers, one had 6 senses
and the other had 9 senses. Note that, because the sense labels in our data are nested under the orthographic
form, and there are no synonyms, sense includes all the information in word, plus additional information
about the meaning of any given token.

Normalized time: The points in time at which F0 measurements were taken (at 15 ms intervals) were, for
each token, transformed into a normalized time scale of 0-1 to produce the variable time.

2.3.2 Speaker-related controls

Gender: Speakers identified as female usually have a higher pitch register and wider pitch range than speakers
identified as male. Furthermore, with respect to tonal realizations in Taiwan Mandarin, a number of studies
have documented detailed gender-dependent differences in various sociolinguistic domains (Fu, 1999; Huang,
2008; Wu, 2009, 2003). We therefore included gender as a simple control variable to account for intrinsic
pitch height and range differences between speakers of different genders, as labeled in the corpus, and also
allowed gender to interact with time, to accommodate possible gender-specific modulations of the pitch
contour.

10Heterographic homophones are relatively rare amongst Mandarin disyllabic words. By definition, the spoken forms of
disyllabic words have more possible combinations of segments and canonical tones than monosyllabic words do; this means
there is less need to reuse the same canonical spoken forms for different meanings.

11Note that, although word frequency is an important predictor for response variables such as spoken word duration, it is
not a factor that has been widely reported to co-determine the shape of pitch contours in Mandarin (but see Bi et al., 2015).
We verified for our data that when word frequency is included in a model that also has access to word type, frequency is not
significant, whereas word type is well-supported. In this study, frequency of use is therefore not discussed any further.
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Speaker identity: Speaker identity was included to account for any idiosyncratic tonal realizations specific
to individual speakers. We included speaker not only as a main effect, but also in interaction with time,
using by-speaker factor smooths.

2.3.3 Context-related controls

Speech rate: The shape of tonal contours is modulated by how fast speakers talk. Generally, the faster the
speech rate, the more likely it is that tonal contours will deviate from their underlying shapes (Cheng and
Xu, 2015; Tang and Li, 2020). We therefore calculated speech_rate for each token, defined as syllables per
second over the time period from four words before to four words after the target token, inclusive.

Adjacent tones: When a tone is expected to start at a different pitch from where the previous one ends,
e.g., a falling tone followed by a high level tone, the degree of co-articulation, and hence deviation from
the canonical tonal shapes, will be greater than when two tones are contiguous, e.g., a high level tone
followed by a falling tone (Shih, 1988; Xu, 1994). In addition, although the details differ across studies,
tonal co-articulation is usually found to be bi-directional, i.e., both anticipatory and preservatory (Huang
and Chiu, 2023; Shen, 1990b; Xu, 1997). For our analyses, we therefore coded the tonal category of each
token’s preceding and following syllables in the corpus. When a target token occurred utterance-initially
or utterance-finally, the preceding or following tonal category was coded as ‘null’. This gave us six possible
tonal categories for both the preceding syllable and the following syllable: four lexical tones, one neutral
tone, and ‘null’. We therefore created the factor adjacent_tone with 36 levels to account for each possible
combination of properties of the preceding and following syllables.

Utterance position: The realization of tone in an utterance is also influenced by sentence intonation (Ho,
1976; Shen, 1989, 1990a; Tseng, 1981). For example, statement intonation is often characterized by a
downward trend, resulting in pitch declination (Shih, 1997). Question intonation, on the other hand, can
potentially lead to a final rise, although this largely depends on the syntactic structure and/or emotive force
of the question concerned (Chuang et al., 2007; Lee, 2005). For the current study, we simply calculated the
normalized position of each token in the relevant utterance. We defined an utterance as a sequence of words
preceded and followed by a perceivable pause (regardless of duration), as indicated by the labels provided in
the corpus. The variable utterance_position is the position at which a given token occurs in an utterance
divided by the total number of words in that utterance. This predictor is therefore bounded between 0 and
1. For utterances with only one word, the utterance position was set to 1.

Bigram probability: Bigram probability is a measure of a word’s contextual predictability based on its relative
frequency of co-occurrence with the other words in its context; the higher the bigram probability, the more
predictable a target word is in the given context. It has been found that a word’s phonetic realizations are
intimately related to its contextual predictability. In general, higher predictability is associated with shorter
word duration and a greater degree of spectral reduction (Bell et al., 2003; Gahl et al., 2012). Specifically for
tonal realizations in Mandarin, there is some evidence that these too are sensitive to contextual predictability;
when a word is more contextually predictable or represents given information, its F0 excursion and range are
found to be diminished (Hsieh, 2013; Ouyang and Kaiser, 2015). In the present study, following Gahl et al.
(2012), we calculated the bigram probabilities of target tokens in two ways: bigram_previous, based on
the preceding word, and bigram_following, based on the following word. These two variables are defined,
respectively, as follows:

P (wn|wn−1) = Freq(wn−1, wn)/Freq(wn−1),

P (wn|wn+1) = Freq(wn, wn+1)/Freq(wn+1),

where Freq denotes word frequency in the corpus of Taiwan Mandarin (Fon, 2004).

2.3.4 Segment-related controls

Vowel height: It has long been recognized that different vowels have different intrinsic pitch, a finding
established for a great number of different languages, including Mandarin (Ho, 1976; Ladd and Silverman,
1984; Shi and Zhang, 1987; Whalen and Levitt, 1995). Specifically, high vowels tend to have higher F0 values
than low vowels. For our disyllabic words, we coded the vowel heights of the vowels of the first and second
syllables as two separate predictors, vowel1 and vowel2 respectively. For monophthongs such as /i/ and
/a/, we distinguished between three vowel heights: ‘high’, ‘mid’, and ‘low’. For diphthongs such as /aI/ and
/eI/, which are characterized by within-vowel changes in height, we added two additional levels: ‘low-high’
and ‘mid-high’. This means that there are theoretically 25 possible combinations of vowel1 and vowel2.
Our dataset included 20 of these possible combinations.
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Onset: The effect of onset consonant on F0 has been studied in considerable detail in Mandarin. Ho (1976),
for example, found that voiced onsets lead to lower F0 in the following vowel, as compared to voiceless
onsets. Aspiration, on the other hand, often causes pitch perturbation, resulting in higher F0, although
the magnitude of this effect appears to be tone dependent (Xu and Xu, 2003). Following Howie (1974), we
distinguished onset types according to manner of articulation, voicing, and aspiration. For each of the two
syllables in our target words, we distinguished between ‘aspirated-affricate’, ‘aspirated-stop’, ‘unaspirated-
affricate’, ‘unaspirated-stop’, ‘voiceless-fricative’, and ‘voiced’. Syllables that do not have onsets and start
with vowels or glides instead were coded as ‘null’. Our dataset contained 30 different combinations of the
onset type of the first syllable (onset1) and that of the second syllable (onset2).

Rhyme structure: Although effects appear to be unstable and are not always reliably observed, some studies
have reported variation in F0 for different Mandarin syllable types (Fon and Hsu, 2007; Howie, 1974; Xu,
1998). In our models, we therefore included a control variable for syllable structure. Given the strict
phonotactic constraints governing the syllables of Mandarin, a syllable can maximally be composed of an
onset consonant, a prenuclear glide, a nucleus vowel, and finally a coda consonant (Duanmu, 2007). In some
theoretical descriptions, a coda consonant must be a nasal; in other descriptions, it can be either a nasal or
a postnuclear glide as in the case of /aI/, for example. In this study, we coded the latter cases as diphthongs
in the vowel height predictors, vowel1 and vowel2, and only coded for a coda consonant when the syllable
included a final nasal. For each of the two syllables in our target words, we therefore coded the structure
of the rhyme as ‘V’, ‘GV’, ‘VN’, or ‘GVN’. This coding specifies, for a given syllable, whether there is a
prenuclear glide, as well as whether there is a final nasal. Applied to the two syllables of our target words
separately (syllable1 and syllable2), we obtained 14 attested combinations of rhyme structures.

2.4 Modeling Strategy
Because pitch typically changes continuously and gradually across the time course of an utterance, it is
inevitable that our response variable of F0 measurements is characterized by significant autocorrelation.
That is, the F0 at time t is correlated with and can thus to some extent be predicted from the F0 at t− 1.
Autocorrelation is particularly problematic for regression modeling because the residuals of an autocorrelated
response variable are also unavoidably autocorrelated. This means that a central assumption of regression
modeling is violated, namely that the residuals should be independent of one another.

In GAMs, the issue of autocorrelation can be addressed by incorporating a first order autoregression
model for the errors, denoted as AR(1). An AR(1) model is a linear model that predicts a given value of
a time series from the immediately prior value; including an AR(1) process in a GAM enables the model
to accommodate structure in the residuals by positing a linear relationship between a given residual and
its preceding residual. This can be a highly effective way of dealing with autocorrelation. However, for the
current dataset, including an AR(1) process led to two new problems (see Appendix A for further details).
Firstly, the AR(1) process in a GAM assumes that the degree of autocorrelation is invariant; however,
the degree of autocorrelation actually varies considerably across the tokens in our dataset and the AR(1)
process therefore over-corrects for some tokens but under-corrects for others. Secondly, the AR(1) process
has an undesirable effect on the overall distribution of the residuals in our models, increasing the extent to
which they deviate from normality; this happens because the data contains a large number of discontinuous
contours arising from voicelessness or creaky voice (see Figures A3 and A4). For these two reasons, we
decided not to incorporate an AR(1) process in our modeling.

The decision not to include an AR(1) process means that we have fewer independent datapoints than a
GAM assumes. Our models are therefore anti-conservative and calculate confidence intervals that are too
narrow. For this reason, in the analyses that follow, we do not report p-values for the partial effects in our
GAMs. Instead, we adopted a two-fold modeling strategy. Firstly, in order to evaluate whether a given
predictor is relevant for understanding F0 contours, we made use of Akaike’s Information Criterion (AIC),
assessing the extent to which AIC decreases, i.e. model fit improves, when a predictor is added to a baseline
model. Secondly, we investigated the adequacy of our predictors by means of cross validation. That is, we
held out a small portion of our dataset as testing data, fitted our models to the remaining data, and then
assessed model accuracy on the testing data. In this way, we can assess the precision with which our models
predict novel, previously unseen, data, and establish whether inclusion of a predictor improves prediction
accuracy.

We used this modeling strategy to explore the first two predictions presented in Section 1, repeated here
for convenience:

1. Variation in the tonal realization of a word cannot be reduced to the segment-related constraints on
articulation previously described in the literature.

2. Information about a word’s meaning in context will improve prediction of its tonal realization.
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Prediction 1 is based on the hypothesis that the unique pitch contour of each spoken Mandarin word token
is determined in part by the meaning of that token. If this is correct, then variations in tonal realization
arise not only from the mechanical constraints on articulation previously described in the literature, but also
as a result of form-meaning connections in the lexicon. We therefore investigated whether using word as a
predictor would lead to a more precise model of tonal realization, as compared to a model using the set of
segment-related predictors (e.g., vowel height) that have previously been identified as relevant. Since word
incorporates not only the segmental form of a word type but also the associated semantics, our expectation
was that it would be a superior predictor compared to all the previously identified segment-related variables
considered jointly, when we controlled for contextual effects such as speech rate.

As a first step, we fitted a baseline GAM to log-transformed F0, including all the speaker-related and
context-related control variables described in Sections 2.3.2 and 2.3.3, in interaction with time. We then
fitted six further models, each with one segment-related control variable added to the baseline, allowing us
to investigate the articulatory effects described in the literature. To compare these effects jointly against the
effect of word, we fitted two additional models, one with all six segment-related control variables included
in addition to the baseline, and the other with only word as an additional predictor. Both word and the
segment-related controls (vowel1, vowel2, onset1, onset2, syllable1, syllable2) were modeled as factor
smooths in interaction with time.

Prediction 2 is based on the hypothesis that variation in tonal realization serves to make word tokens
with different meanings more discriminable from one another. To address this prediction, we compared the
model with word as the sole predictor added to the baseline against a model in which sense was the sole
predictor added to the baseline. Our expectation was that if semantics is indeed at issue, replacing word
by sense should improve model fit even further. In the dataset for the word-type analysis, the frequency
distribution of sense is skewed towards the right, with about half of the senses having no more than 13
tokens. To make sure that all senses included in the models had sufficient tokens for statistical evaluation,
we therefore used only a subset of the data for the models used to investigate the effect of sense. Since the
median number of tokens per sense in the dataset was 13.5, we excluded senses with fewer than 14 tokens.
This left us with a dataset of 3,458 tokens representing 65 senses across a smaller set of 48 word types. We
used this smaller dataset for models evaluating sense as a predictor.12 The statistical analysis proceeded in
the same way as described above for word type, except that we added the additional model with sense as
the only predictor in addition to the baseline.

We fitted our models using the mgcv package (Wood, 2017) in R (R Core Team, 2022). The distributions
of the residuals of Gaussian models fitted to the pitch contours were t-distributed rather than normally
distributed, and we therefore set the family argument to scat (scaled-t, Wood et al., 2016).

2.5 The baseline GAM
We fitted the baseline GAM to log-transformed F0, including all speaker-related and context-related predic-
tors, using the following model specification:

pitch ∼ gender + s(time, by = gender) +
s(time, speaker, bs = ’fs’, m = 1) +
s(speech_rate) + ti(time, speech_rate) +
s(utterance_position) + ti(time, utterance_position) +
s(bigram_previous) + ti(time, bigram_previous) +
s(bigram_following) + ti(time, bigram_following) +
s(time, adjacent_tone, bs = ’fs’, m = 1)

The first line of this model requests a main effect for gender, in order to account for male voices being lower
on average than female voices. In addition, the model requests a separate smooth for each gender. The
upper left-hand panel of Figure 3 plots the predicted contours for speakers identified as female (red) and
those identified as male (blue). Similar to the pattern observed in read speech (cf. Figure 1), the realization
of the RF tonal pattern in spontaneous speech is characterized by a shallow fall, followed by a long rise,
and finally a much larger fall. Speakers identified as male show reduced pitch excursion compared to those
identified as female, presumably due to male voices having a more compressed pitch range. The second
line of the model requests by-speaker nonlinear random effects, using factor smooths. These factor smooths
specify, for each speaker, the specific way in which that particular speaker modulates the general F0 contour
associated with their gender.13

12For completeness, we note that 35 words in the smaller dataset have only one sense. Of these 35 words, six have only one
sense listed in the Chinese Wordnet, and seven are not included in the vocabulary of the Chinese WordNet. For the rest, either
the tagger only identified one sense, or only one sense of the word had more than 13 tokens in our dataset.

13The syntax bs=’fs’ on the second line of the baseline model specification has a similar effect to the by argument on the
first line; both terms request a smooth for each level of a single factor variable (in this case, speaker and gender respectively).
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Figure 3: Baseline GAM. The upper left-hand panel shows the predicted base contours for speakers identified
as female (red) and speakers identified as male (blue). The next four panels show, for female speakers, how
the base contour is modulated by speech rate, utterance position, previous bigram probability, and following
bigram probability, respectively. The final panel presents, again for female speakers, the effect of tonal
coarticulation witWoh the tone of the preceding word, given that the following word has a high-level tone.

The next four lines in the model formula deal with the four numerical context-related controls, namely
speech_rate, utterance_position, bigram_previous and bigram_following. For each of these variables,
the model requests a main effect smooth in combination with a tensor product smooth for the interaction
of the given variable with time (using an interaction-specific tensor product smooth specified with ti). The
upper mid panel of Figure 3 plots the modulating effect of speech rate on the base contour of speakers
identified as female. Higher speech rates, represented by lighter shades of red, reduce the amplitude of the
wave. The effect of position in the utterance is depicted in the upper right-hand panel of Figure 3. The
tonal shape is clearly most different when the word occurs towards the end of an utterance, in which case
we observe an earlier peak. This might be due to the fact that words in singleton utterances are treated
as occurring at the end of an utterance. The left and mid panels in the lower row of Figure 3 present the
effects of the bigram probabilities given the preceding and following word respectively. Similar to the effect
of speech rate, higher bigram probabilities, represented by lighter shades of red, generally lead to a smaller
F0 excursion.

The final line of the model specification requests factor smooths for adjacent_tone, requesting a separate
smooth for each of its 36 levels. The effect of adjacent_tone is presented in the lower right-hand panel of
Figure 3 for those tokens which have T1 as following tone. Unsurprisingly, the four predicted contours end
similarly. However, the initial part of the contour diverges considerably, depending on the preceding tone.
As expected, tonal context has a very large effect on the shape of the F0 contour.

In what follows, we take this model as our baseline model, with all contextual covariates controlled for,
and compare the effects of predictors representing individual aspects of word form with the effect of word
type as a whole.

2.6 Results and discussion: word type
2.6.1 Evaluation of predictors

The left-hand panel of Figure 4 presents the improvement in model fit, as compared to the baseline model,
for the six models with a single additional segment-related control, the model with all segment-related

The by argument is generally preferred when the factor has few levels, and the levels are of interest, as in the case of gender.
For computational efficiency, the fs argument is preferred when there are many levels and these levels are of less direct interest,
as in the case of speaker. When specifying a by-smooth, a separate term requesting a main effect for the intercept needs to
be specified. In contrast, a factor smooth incorporates adjustments to the intercept, thus effectively calibrating the individual
smooths for their relative position with respect to the general intercept.
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Figure 4: Word-type analysis. The left-hand panel shows model fit improvement, gauged by decrease in AIC
units when a predictor (or set of predictors) is added to the baseline model. The right-hand panel shows the
concurvity score of individual predictors in two models: the omnibus-segment model with all segment-related
control variables (blue) and the word-type model with word as predictor (red).

controls (henceforth the omnibus-segment model), and the model with only word as additional predictor.
Improvement in model fit is gauged by the magnitude of any decrease in AIC. As can be seen, all segment-
related controls improve model fit, a result that dovetails well with previous studies.

The inclusion of all six segment-related controls jointly in the omnibus-segment model provides a sub-
stantially better fit than any single predictor. However, adding only word to the baseline model results in
an even better fit, the difference in AIC being no less than 5804 AIC units. Although the segment-related
controls address all the word properties previously found to influence tonal realization, the contribution of
just word by itself to the model fit is much stronger. It is clear that the association between word type and
tonal realization cannot be reduced to the segment-related constraints on articulation previously described
in the literature. The actual pitch contour is richer than what can be predicted from all phonetic features
that have been found to be relevant.

The omnibus-segment model has the problem that its key predictors are correlated with one another.
In a GAM, the nonlinear equivalent of collinearity is concurvity. The concurvity score of a predictor is a
number bounded between zero and one that measures the degree to which the effect of a given independent
variable can be predicted by one or more of the other independent variables in the model. If a predictor’s
concurvity is low, this predictor has its own explanatory value. However, if the concurvity is high, the
predictor is strongly confounded with other predictors.

The right-hand panel of Figure 4 presents the concurvity scores of the segment-related controls in the
omnibus-segment model (marked in blue) and the concurvity score of the predictor word in the word-type
model (red). For the omnibus-segment model, concurvity scores of all predictors are high, which is perhaps
unsurprising given the restrictive phonotactic constraints governing Mandarin syllables (Duanmu, 2007). The
high concurvity indicates that the effects of the segment-related controls are confounded with one another,
rendering interpretation of the individual effects difficult if not impossible. On the other hand, in the word-
type model, the concurvity of word is low, so that the interpretation of the effect of individual word types
on the F0 contours is straightforward.

The predicted pitch contours of a sample of 15 word types are presented in Figure 5. To better visualize
how the word-specific tonal modulations differ from one another, the partial effect predicted for each word
has been added to the general contour for speakers identified as female (cf. Figure 3). In general, the fall-
rise-fall pattern can be observed for all these words, but the details of tonal excursions differ significantly
from word to word. For example, while the initial falling part is very prominent for words like (c) 決定
juédìng ‘decision’ and (f) 全部, quánbù ‘all’, it is rather muted for (m) 一半 yíbàn ‘half’ and (d) 年紀 niánjì
‘age’. In addition, in terms of the degree of undulation, some words have more reduced tonal range, such as
(a) 不是 búshì ‘not’ as compared to (j) 文化 wénhuà ‘culture’, which has an extensive F0 excursion.

A closer inspection of Figure 5 reveals that, as expected, some of the word-specific contours appear to
be consistent with the words’ canonical segmental properties. For example, the initial fall appears to be
more salient when the onset of the first syllable is a voiceless sibilant, e.g., (k) 習慣 xíguàn ‘habit’ or an
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Figure 5: Word-type analysis. Examples of the pitch contours predicted by the general smooth for time
for female speakers, combined with the partial effects of the factor smooth for word. These partial effects
do not include the general intercept, nor the differences in pitch between female and male speakers. As
they represent the pure effect of word on the pitch contour, irrespective of other predictors, the curves are
centered around the y-axis (indicated by a horizontal dotted line). The vertical dotted lines in the panels
indicate the average (word-specific) syllable boundary.
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affricate, e.g., (e) 前面 qiánmiàn ‘front’, with the onsets /C/ and /tCh/ respectively. However, it should be
kept in mind that the model is imputing F0 values for these voiceless onsets, where no periodic wave form is
actually produced. In Figure 5, the plotted 95% confidence intervals for the early timesteps in these words
can be seen to straddle the horizontal axis, despite the fact that the confidence intervals are anti-conservative
and therefore appear narrower than they should (cf. Section2.4). Since the horizontal axis represents no
effect, there is no good evidence for modulation of the general F0 contour early on in these words. Another
segmental property that is to some extent visible in Figure 5 is the length of the second syllable, relative
to the length of the first syllable. If the second syllable is relatively short as compared to the first syllable,
e.g., (f) 全部 quánbù ‘all’ and (g) 容易 róngyì ‘easy’, the final fall tends to be attenuated, as expected given
that relatively less time is available to physically implement a large fall in pitch. Nevertheless, the superior
performance of word over the segment-related controls in our models indicates that such articulatory effects
are not the only elements at play in determining tonal realization.

2.6.2 Cross validation

We have seen that word type is an excellent predictor of pitch realization, outperforming the segment-
related predictors previously identified in the literature. However, due to the presence of strong temporal
autocorrelations inherent in the pitch measurements, the confidence intervals in our models, shown for
example in Figure 5, are anti-conservative and are therefore far from optimal for estimating the uncertainty
of the predicted partial effects. Nevertheless, the models do make explicit predictions of F0 contours, and
can do this even for held-out data, i.e. tokens that were withheld from the model during model fitting
(training). If our hypothesis is correct, a GAM that has access to word should provide superior prediction
accuracy on held-out data compared to a GAM that has access only to the segment-related controls. We
therefore evaluated prediction accuracy under cross validation. We first held out 10% of the current data as
test data, and used the remaining 90% as training data. We ensured that every word type was represented
in both the training and test data, and that the number of tokens per type in the test data was proportional
to that in the training data.

We fitted nine models to the training data. In addition to the eight models already introduced above,
and assessed in Figure 4 (left-hand panel), we added one more model that was given data in which the values
of word were randomly permuted. That is, tokens of a given word were now assigned different random word
labels. In what follows, we refer to this model as the random-word model. If the effect of word is genuine,
then random permutation of the word labels should significantly reduce prediction accuracy. To quantify
model accuracy, we obtained the models’ predictions for the F0 contours of the held-out test data, and
calculated the sum of squared errors (SSE) as measure of prediction accuracy.14 The SSE for the held-out
data of a given model should be smaller than the SSE of the baseline model if the addition of one or more
predictors indeed improves that model’s prediction accuracy. We implemented cross-validation using both the
scaled t-distribution (scat) and simple Gaussian models. As models with scat are computationally expensive
to estimate, for environmental reasons we used these models for one held-out dataset only and compared the
results with those of less expensive Gaussian models for the same held-out data. Since prediction accuracy
turned out to pattern similarly for scat and standard Gaussian models, and since fitting Gaussian models
requires much less computational resource, we ran Gaussian models to cross-validate our results for 100
random held-out datasets.

Cross-validation results are presented in Figure 6. The left-hand panel presents the SSE difference
between the baseline model and each of the nine models of interest, for one random held-out dataset. Larger
positive values indicate that the model of interest offers more precise predictions than the baseline. The
difference in SSE obtained with a standard Gaussian model is shown in blue, and the difference obtained with
a scat model is shown in orange. All the individual segment-related controls increase prediction accuracy
over the baseline, albeit to varying degrees. However, the omnibus-segment model and the word model
produce significantly greater increases in prediction accuracy, with the latter reducing the SSE to a larger
extent than the former, replicating the model fit results. Moreover, when word labels are randomized, model
accuracy plummets: the SSE of the random-word model is greater than that of the baseline model.

Because the results of GAM models with and without scat are very similar for the first set of test data,
we infer that the distribution of results across the 100 cross-validation runs using Gaussian models will also
be informative. These results are reported in the right-hand panel of Figure 6. The overall pattern is very
similar to the result of the initial single cross-validation run. The word model is still far more accurate
than all the other models, and significantly outperforms the omnibus-segment model. In other words, the
greater reduction in AIC that we observed for the word model in Section 2.6.1 is not just a side-effect of an
evaluation procedure that happens to favor that model over the omnibus-segment model. The word model
truly provides enhanced predictions.

14The sum of squared errors (SSE) is the sum of the squared difference between the observed and predicted values. A smaller
SSE indicates more precise model predictions.
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Figure 6: Model accuracy under cross validation for the word analysis. The left-hand panel presents the
reduction in the sum of squared errors (SSE) for models using one set of test data. Positive values indicate
lower SSE as compared to the SSE of the baseline model. Orange dots represent scat models, while blue dots
represent Gaussian models. The right-hand panel shows the results of 100 runs of cross validation, using
Gaussian models. The boxplots represent the distributions of reduction in SSE.

The results presented so far provide strong evidence that word type is predictive of tonal realization, over
and above the segment-related predictors established by previous studies. Our hypothesis, arising from the
theoretical framework of the Discriminative Lexicon Model (DLM Baayen et al., 2019; Chuang and Baayen,
2021; Heitmeier et al., 2023c), is that the predictive power of word type arises not only from articulatory
constraints, but also from a close association between word meaning and phonetic form, which enables the
language learner or user to discriminate more efficiently between forms with different meanings. However,
since word meaning varies with context, there is no one-to-one correspondence between word type and the
meaning of a given token; word can only encompass a rather general approximation of what each token
means. If word meaning is indeed predictive of tonal realization, then a model replacing word by sense
should improve model fit even further.15

2.7 Results and discussion: sense
2.7.1 Evaluation of predictors

Figure 7 shows model fit improvement and concurvity for models based on the smaller dataset that included
at least 14 tokens of each word sense. Even with this smaller dataset, the overall pattern of results is very
similar to that of the word type analysis. Critically, however, sense appears to be a somewhat better
predictor than word. Not only does it account for more variance in F0, resulting in better model fit, but its
effect is also less confounded with other covariates in the model, as indicated by a smaller concurvity score.

Figure 8 presents the predicted tonal contours for different senses of three words: 不要 búyào (left), 實在
shízài (upper right), and能夠 nénggòu (lower right). The word不要 búyào is a polysemous negation marker
in Mandarin. The four senses that are found in our dataset are ‘prohibition’, ‘dissuasion’, ‘unneccesity’,
and ‘to wish something to not happen’ (s1 to s4, respectively). It can be seen that the different senses
have clearly different tonal realizations. The panels on the right-hand side of Figure 8 present the predicted
contours for the other two words, each of which has two senses in our data. For實在 shízài, tonal realizations
vary greatly between the two senses (‘truly’ and ‘indeed’), whereas the realizations of the two senses of 能夠
nénggòu (‘being capable’ and ‘enabling’) are more alike, and differ mainly with respect to the amplitude of
the pitch inflection.

15Note, however, that as discussed in Section 2.3, the senses that constitute the possible values of our sense variable discretize
a much more subtle and interesting palette of shades of meanings.
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Figure 7: Sense analysis. The left-hand panel shows model fit improvement, gauged by decrease in AIC
units when a predictor (or set of predictors) is added to the baseline model. The right-hand panel shows
the concurvity score of individual predictors in three models: the omnibus-segment model with all segment-
related control variables (blue), the word-type model with word as predictor (red), and the sense model with
sense as predictor (purple).
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Figure 9: Model accuracy under cross validation for the sense analysis. The left-hand panel presents the
reduction in summed squared errors (SSE) for models using one set of test data. Positive values indicate
lower SSE as compared to the SSE of the baseline model. Orange dots represent scat models, while blue dots
represent Gaussian models. The right-hand panel shows the results of 100 runs of cross validation, using
Gaussian models. The boxplots represent the distributions of reduction in SSE.

2.7.2 Cross validation

As shown in the left-hand panel of Figure 9, for the first random held-out dataset the model that has access
to sense is more accurate than the model that has access to word, irrespective of the type of model used
(scat or Gaussian). However, in 100 Gaussian cross-validation runs, it turns out that the model with sense
is not necessarily always more accurate than the model with word (right-hand panel of Figure 9). Although
the median of the reduction in SSE for the sense model is slightly higher than that for the word-type model,
the variance of the sense model is somewhat larger.

There are two reasons for the absence of greater prediction precision for models having access to sense
instead of word. Firstly, in the smaller dataset used for these models, no fewer than 35 of the 51 word
types are represented by only one sense. Any prediction advantage would therefore have to be contributed
by just 16 words. Secondly, for the majority of this subset of 16 words, one sense accounts for most of the
tokens. For tokens with these dominant senses, prediction is possible with greater precision. However, for
tokens with less frequent senses, prediction is necessarily less precise. To see this, consider Figure 10, which
presents predicted pitch contours and approximate confidence intervals for senses with many tokens (upper
panels) and senses with few tokens (lower panels). Confidence bands are narrower for senses with many
tokens. As a consequence, prediction for held-out tokens cannot be of the same quality for senses with few
tokens as compared to senses with many tokens. The overall improvement in model fit for the sense-based
GAM results from the fact that the pitch contours of tokens with the dominant sense of each word can be
better predicted once these tokens are separated from tokens of minority senses.

2.8 Random forest analyses
The analyses presented thus far were all conducted with GAMs. To make sure that the effects of word
and sense are not method-specific, and to further explore the relative importance of these variables in
predicting F0 contours, we also made use of random forests, a machine learning algorithm that is based on
multiple recursive partitioning decision trees (Breiman, 2001). Since this method focuses on overall prediction
accuracy, we can include all predictors in one model, without needing to worry about concurvity or model
interpretability. Figure 11 shows the variable importance scores for all our predictors in two random forest
analyses carried out with the cforest implementation in the party package for R (Hothorn et al., 2006),
using the same dataset as the sense-based GAM.

The left-hand panel of Figure 11 shows the results of a random forest analysis conducted straightforwardly
on log F0 values. Perhaps unsurprisingly, speaker and gender emerge as the most important predictors;
sense is ranked third and, in line with our hypothesis, contributes to model accuracy more than word does.
However, it is surprising that among all the predictors in this model normalized time receives a rather low

17



time

lo
g 

F
0 

(p
ar

tia
l e

ffe
ct

)

−0.2

−0.1

0.0

0.1

0.2

0.0 0.2 0.4 0.6 0.8 1.0

(14)

yánjiù_s1

(14)

shíhòu_s2

0.0 0.2 0.4 0.6 0.8 1.0

(15)

juédìng_s1

(15)

shídài_s1

0.0 0.2 0.4 0.6 0.8 1.0

(15)

shídài_s2

(167)

yíyàng_s1

0.0 0.2 0.4 0.6 0.8 1.0

(218)

shíhòu_s1

(227)

búhuì_s1

0.0 0.2 0.4 0.6 0.8 1.0

(231)

ránhòu_s1

−0.2

−0.1

0.0

0.1

0.2
(244)

yídìng_s1

Figure 10: Sense analysis. Predicted pitch contours of the partial effects of the factor smooth for sense,
for the five most frequent senses (upper row) and the least frequent senses (lower row). Numbers in the
parentheses indicate the number of tokens in the dataset for the different senses. Confidence intervals are
anti-conservative, due to autocorrelation in the errors.

ranking, given that the fall-rise-fall pattern is visible across the time series of many of the tokens in the
dataset. Combined with the high importance of speaker and gender, this suggests that the algorithm is
picking up more on the overall pitch level of tokens than on pitch variation within tokens. Furthermore, it
is conceivable that individual word meanings have their own emotional valence that gives rise to higher F0
for positive words and lower F0 for negative words (Belyk and Brown, 2014).

To sidestep the confounds described in the previous paragraph, we centered the pitch contours for each
speech token separately by subtracting the mean pitch of its time series from each of its pitch values. The
results obtained when a random forest is requested to predict centered pitch are presented in the right-hand
panel of Figure 11. Now, normalized time is the most important predictor, whereas gender has become
much less important. However, speaker remains high in the ranking, suggesting that speaker-specificity in
tonal realization is substantial. Crucially, sense again emerges as a more important predictor than word.

2.9 Summary of Section 2
The results presented in this section have provided evidence in support of our first two predictions. Firstly,
variation in tonal realization cannot be reduced to the segment-related constraints on articulation previously
described in the literature. Secondly, information about a word’s meaning in context improves prediction
of its tonal realization in that context. To the extent that sense labels provide more fine-grained meaning
distinctions than word labels do, our results suggest that meaning plays a role in shaping the realization
of tonal contours in Mandarin. In other words, in addition to the relevant segmental differences previously
identified in the literature, differences in meaning also contribute.

Nevertheless, as discussed in Section 2.3, sense labels impose discrete categories on semantic variation
that is actually much richer, more subtle and more nebulous than can be captured by such inventories. In
the computational models reported in Section 3 below, this problem did not arise since our use of the DLM
enabled us to replace relatively crude sense categories with token specific semantic representations.

3 Understanding and producing item-specific F0 contours
So far we have shown that it is possible to identify meaning-specific modulations of the pitch contour for
Mandarin words with the RF tonal pattern. The question therefore arises as to whether native speakers of
Mandarin can in principle profit from these meaning-specific modulations. In other words, are the semantic
components in words’ pitch contours sufficiently informative that they could facilitate word comprehension
for the listener? A related question is whether these subtle semantic modulations are learnable for the
speaker, as opposed to arising mechanically each time a word is produced, as one might expect for purely
articulatory effects. As outlined in Section 1, our third and fourth predictions, repeated here for convenience,
anticipate an affirmative answer to both these questions:
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Figure 11: Variable importance scores for each predictor in the random forest analyses for log pitch (left)
and centered log pitch (right).

3. Given a pitch contour, the meaning of its carrier token can be predicted above chance level, assuming
the listener has previous experience of that word type.

4. Assuming they have previous experience of a given word type, a speaker can produce an appropriate
pitch contour for a meaning they want to convey with that word.

In this section of the paper, we explore these predictions with computational modeling using the Discrimi-
native Lexicon Model (DLM Baayen et al., 2019; Chuang and Baayen, 2021; Heitmeier et al., 2023c). If we
can show that a simple computational model can learn to predict the meaning of a word token from its pitch
contour, and that pitch contours can be predicted from intended meaning, we have a proof of concept for
the functionality of meaning-specific pitch realization in human lexical processing.

As described in Section 1, the DLM focuses on the relationship between words’ forms and their meanings,
and allows for fine-grained alignments between low-level features of form and low-level features of meaning.
Form-meaning relationships are captured by two networks: a comprehension network that maps word form
onto word meaning, and a production network that maps word meaning onto word form. Recall that in
the DLM theory of the mental lexicon, forms and meanings do not have representations in memory. Form
representations represent ephemeral auditory or visual input, which dynamically generates a corresponding,
equally ephemeral, meaning representation. Conversely, a meaning conceptualized by a speaker at a given
point in time is dynamically transformed into ephemeral representations driving articulation. In line with
this theory, the DLM generates forms and meanings on the fly on a token by token basis, making it is possible
to model the relationship between a given token’s specific pitch contour and that token’s context-specific
meaning, and hence to account for correspondences between meaning and fine phonetic detail.16

In the DLM, both the form and the meaning of each word token are operationalized mathematically
as high-dimensional numeric vectors. In order to test our predictions about the functionality of tonal
modulations, the form vectors used in this study are based exclusively on the F0 contour of the relevant
token, with no information about its segmental make-up. The meaning vectors that we use are context-
specific, and hence also vary from token to token. Sections 3.1 and 3.2 describe how we obtained the vectors
for meaning and pitch, respectively; Section 3.3 addresses the functionality of pitch in comprehension and
3.4 does the same for production.

3.1 Representing meaning: contextualized embeddings
Embeddings are widely-used numeric representations of words’ meanings, developed from the distributional
semantic insight that words with similar meanings tend to occur in similar contexts (Firth, 1968; Harris,
1954; Landauer and Dumais, 1997; Salton et al., 1975). Embeddings represent word meanings as real-
valued high-dimensional vectors in a semantic space (Schütze, 1992). First generation word embeddings

16This is not possible in models of speech production and comprehension that rely on stored abstract representations to
mediate between form and meaning, where every token of a given word type is assumed to be associated with the same stored
representations (e.g., Cutler and Clifton Jr., 1999; Levelt et al., 1999).
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are static, type-level representations that model the meaning of a word type as a fixed point in semantic
space, regardless of its usage in a given context. These representations therefore have difficulty distinguishing
between multiple senses of a word (Pilehvar and Camacho-Collados, 2020), and although various methods
have been proposed to incorporate sense or context information into type-level embeddings (see e.g., Huang
et al., 2012; Iacobacci et al., 2015; Neelakantan et al., 2014; Reisinger and Mooney, 2010), most of these
methods involve the use of sense-annotated corpora, which as far as we know are not available off the shelf
for Mandarin and, in any case, have the disadvantage of discretizing more complex semantic variability. An
alternative is to use contextualized embeddings (CEs). In contrast to static, type-level embeddings, which
are based on word co-occurrences irrespective of order, CEs take into account the sequence of words in the
immediate context of a target word. CEs therefore encode word meanings at the token level, and different
tokens of the same word type will have different but similar context-specific embeddings (see Appendix B
for an informal introduction).

To address the issue of words having context-specific meanings, this study used CEs produced for the
tokens of our data by a pre-trained unidirectional language model based on the GPT-2 architecture. The
model, developed by CKIP, Academia Sinica, Taiwan17, was trained on a 4.3 billion character dataset written
with traditional Chinese characters. The model has 102 million parameters and encodes each character as
a 768-dimensional vector. We presented the target words and their preceding contexts (consisting of all the
words that occur before the target in the current utterance, as well as all the words in the immediately
preceding utterance) to the GPT-2 model, and obtained two embeddings from the model, one for each
character. We then averaged the two embeddings, so that every token in our dataset received a 768-
dimensional vector representing its context-specific meaning.

To visualize the semantic space of the CEs, we reduced the 768-dimensional semantic space to two
dimensions using tSNE (Van der Maaten and Hinton, 2008). Figure 12 shows the resulting reduced 2D
plane, using convex hulls to highlight that tokens of different word types typically fall in distinct regions
while tokens of the same word type form clear clusters. Although perhaps unsurprising, this distribution
confirms that, despite polysemy, the word types in our data do capture a general approximation of what
each token means. It is also reassuring to see that, like static embeddings, the CEs can capture inter-word
semantic relations. For instance, there is a cluster of school-related words in the lower left: 學校 xuéxiào
‘school’, 研究 yánjiù ‘research’, 學到 xuédào ‘learn+resultative’ (see Vulić et al., 2020, for similar results).

3.2 Representing form: pitch vectors
For the DLM to implement mappings between form and meaning, every form vector input to the model
has to have the same number of dimensions as all the others. However, because we took F0 measurements
every 15 ms and the tokens in our data vary in duration, our tokens also vary in the number of measurement
points. This means that the raw measurements cannot be used to create the form vectors. The raw pitch
contours also have the problem that there are gaps due to voicelessness (cf. Appendix A, Figure A4). To
overcome these two problems, we used the GAMs described in Section 2.6 to obtain smoothed pitch contours
from which we could extract a standard number of measurements.18 We generated two predicted pitch
contours for each token, one using predictions from the word GAM, and the other using predictions from
the corresponding omnibus-segment GAM. Each of these predicted contours was then used to generate F0
predictions at 50 equally spaced time points ranging between 0 and 1 for every individual token.

Both the word GAM and the omnibus-segment GAM include all the speaker-related and context-related
control variables described in Section 2.3. The only difference is that the former additionally includes word
as the sole lexical predictor, while the latter includes six predictors specifying words’ segmental properties.
Examples of GAM-generated contours (from both the word and the omnibus-segment GAMs), together with
the raw F0 values, are presented in Figure 13. As can be seen, the GAM-generated contours, though generally
smoothing out the undulations in raw F0s, still largely capture the overall contour shape. Moreover, since the
two GAMs provide similar but not identical predicted contours, it is possible to compare their performance
in the DLM. If pitch contours generated from the word GAM provide superior fits to the respective semantic
vectors compared to those generated from the omnibus-segment GAM, this will provide further evidence
that the word variable is indeed contributing some meaning-related information.

A speaker’s gender and individual characteristics such as vocal tract anatomy, idiolect, and emotional
state at the time of speaking, all have strong effects both on their baseline pitch and on pitch range. Similarly,
in both our word GAM and in the corresponding omnibus-segment GAM (Section 2.6), the intercepts are
largely dependent on the speaker’s gender and individual identity, and differences in amplitude are largely
dependent on speech rate, which we take to reflect both the speakers’ idiolect and their emotional state at the
time of speaking, amongst other things. On the semantic side, in normal spoken interaction between humans,

17We use ckiplab/gpt2-base-chinese, which is available on https://github.com/ckiplab/ckip-transformers.
18The smoothing for intervocalic voiceless segments is motivated also by the consideration that the control parameters for

pitch realization vary smoothly over time in the voiceless intervals.
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Figure 12: Contextualized embeddings, obtained from a pre-trained Chinese GPT-2 model, cluster by word
type in the two-dimensional plane obtained with t-distributed stochastic neighbor embedding (Maaten and
Hinton, 2008). Convex hulls (grey polygons) show that the tokens of the different word types form well-
localized and highly distinct clusters.
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Figure 13: One token randomly selected for a selection of words. The green dots plot the observed pitch
contour (raw data), and pitch vectors obtained from the word-type and the omnibus-segment models are
represented by the orange and blue curves respectively. The vertical dotted lines indicate syllable boundaries.

a speaker’s identity and emotional state not only contribute to the pitch contours they produce, but are also
conceptually available to their interlocutors. In contrast, the CEs used as semantic representations in our
DLM modeling (Section 3.1) are based entirely on written text and therefore encode much less information
about the speaker. To control for this discrepancy, we centered and scaled the predicted F0 values by
token; that is, for each token in our data, and for each GAM, we calculated the mean and range of the 50
predicted F0 values, subtracted the mean from each predicted value, and divided the result by the range. In
practice, this means that every token contributed equally to the model fit, irrespective of its baseline pitch
or amplitude; without scaling, tokens with a greater amplitude would be taken into account more than those
with a lower amplitude. A consequence of the way we centered and scaled the pitch vectors is that our DLM
production models generate predictions for the geometric shapes of the contours, but not for absolute pitch
or amplitude.19

3.3 Modeling comprehension
3.3.1 Method

We used two different methods to map our pitch vectors onto our semantic vectors in a comprehension
network. The first method involves a straightforward linear mapping using the Linear Discriminative Learn-
ing (LDL) engine of the DLM. This is equivalent to the standard linear mappings used in statistics for
multivariate multiple regression (see, e.g., Gahl and Baayen, 2024; Heitmeier et al., 2021, 2024, for intro-
ductions). The second method (henceforth ResLDL) complements the linear mapping with an additional
deep mapping, making it possible to accommodate nonlinear relations while keeping the model relatively
interpretable. ResLDL augments an LDL mapping with a nonlinear deep network, which is given the task of
capturing any systematicities that are left unexplained in the residuals of the linear network (hence the name
ResLDL). Using both these methods, and comparing the results, allowed us to shed light on the complexity
of the relationship between our pitch vectors and our semantic vectors. A more detailed introduction to
LDL and ResLDL is provided in Appendix C.

We split our data into a training set (80%), a validation set (10%), and a test set (10%) in such a way
that every word type was represented in all three sets of data and the number of tokens per word was

19Geometric shape can be defined as ‘all the geometrical information that remains when location, scale, and rotational effects
are filtered out from an object’ (Kendall, 1977).
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proportional in all three sets. Both the LDL and the ResLDL mappings were trained on the training data
and tested on the test data. In accordance with standard machine learning practice, the validation set was
used to fine-tune the hyperparameters in the ResLDL model, before testing. This was not necessary for
the LDL model since there are no hyperparameters in LDL. To ensure that our results were not specific to
a particular data split, we repeated the entire modeling procedure 30 times, and therefore obtained thirty
accuracy scores for each combination of pitch type (omnibus-segment or word F0 smooths) and network
(LDL or ResLDL).

We evaluated the accuracy of model predictions as follows. For each pitch vector in the test set, we
obtained a corresponding predicted semantic vector and identified its closest neighbour amongst the actual
CEs of the tokens in our data. If this nearest neighbour belonged to any token of the same word type as
the target token, the predicted semantic vector was assessed as correct, and otherwise as incorrect. This
measure of success was chosen for both computational and conceptual reasons, as detailed in the following
two paragraphs.

Although one might expect that a predicted semantic vector would ideally be closest in semantic space
to the CE of the held-out token in question, this is computationally unrealistic. The CEs in our models are
conditioned on the preceding context of a given token, and are uninformed about the following context. The
pitch contours, in contrast, are shaped in part by the tone on the following word, and the probability of the
word given the next word. Thus, there is information in the pitch contours that is absent in the CEs, making
it computationally infeasible to predict token specific vectors. Furthermore, both the pitch contours and the
CEs have measurement error. Similar to the way that a linear regression line predicts the mean value of a
dependent variable for a given value of an independent variable, but not the individual data points used to
generate the line, here we can predict at the level of types, but not at the level of individual tokens.

From a cognitive perspective, it is worth noting that listeners cannot arrive at exactly the same conceptu-
alisation as the speaker, as listeners and speakers have different experiences with the language and different
life histories. For example, a listener who hears ‘Do you fancy a coffee?’ may conceptualize a cappuccino,
even if the speaker was envisioning an espresso. Fortunately, provided both interlocutors arrive at similar
enough meanings, communication can proceed unhindered. In addition to being computationally feasible,
using same word type as a criterion for success therefore makes sense in terms of human performance levels.

3.3.2 Results

Figure 14 presents the mean comprehension accuracies for the training data (left) and the test data (right).
The individual barplots show accuracies for LDL (left two bars) and ResLDL (right two bars), for pitch
contours based on segment-aware GAMs (red) and pitch contours based on word-aware GAMs (blue). As
mentioned above, a given prediction is considered correct when the closest neighbour of the predicted CE is
of the same word type as the target. For LDL, accuracy hovers around 30% for both training and test data,
whereas for ResLDL accuracy is higher, over 50% and 40% for training and test data respectively. These
results are surprisingly good, given that the models are requested to predict semantic vectors on the basis of
pitch information only. For comparison, across our whole dataset the theoretical probability of a pitch vector
and CE belonging to the same word type by chance is approximately 0.038. Similarly, baseline accuracies
obtained by evaluating on a dataset with randomly permuted word labels were 3.7% for the training set,
and 3.5% for the test set. This allows us to conclude that the classification accuracies of our models are far
from trivial. On the contrary, even the least successful model achieves accuracies that are a whole order of
magnitude greater than would be expected by chance.

A comparison of results from the two types of pitch vectors shows that meaning prediction is consistently
more accurate when the pitch contour smooths are generated using the word GAM than using the omnibus-
segment GAM. This indicates that the factor smooths for word not only contribute to a better model fit in
the GAM, but also produce predicted pitch contours that are better aligned with words meanings. In other
words, tonal realizations that include information about word type have the potential to help listeners to
identify words’ meanings more accurately.

Finally, we note that mappings from pitch contours to CEs have significant nonlinear components, as
evidenced by the higher accuracies of the ResLDL model compared to the LDL model. We further note
that a nonlinear mapping may be required because we are mapping from 50-dimensional pitch contours to
768-dimensional CEs. As it is mathematically impossible to map a lower-dimensional space into a higher-
dimensional space with a linear mapping,20 the greater accuracy of ResLDL is unsurprising. Nevertheless, it
is remarkable that the linear mappings show very similar performance on training and test data, suggesting
that there is a strong linear component to predicting meaning from tonal contours.

20To see this, consider points in a cube, and their projection onto a plane in that cube. From that projection, which is
two-dimensional, the original locations of the points in the three-dimensional cube cannot be reconstructed.
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Figure 14: Mean comprehension accuracies for training data (left panel) and test data (right panel) for
LDL and ResLDL mappings from omnibus-segment (red) and word (blue) pitch vectors. Mean accuracy is
obtained from 30 random training and testing splits, each trained and evaluated independently. Error bars
indicate double the standard error.

3.4 Modeling production
3.4.1 Method

We have seen that the pitch contours of Mandarin disyllabic words contain substantial information about
word meaning. It is remarkable that a DLM comprehension model can achieve a test accuracy of over 50%
when modeling with word-aware pitch contours and ResLDL. We now turn to production, addressing the
question of whether a token’s pitch contour can be predicted with reasonable accuracy from its CE. If so,
this would support our hypothesis that speakers can in principle learn to produce meaning-specific tonal
contours.

Before going into further detail, we note that this task is considerably more difficult than the task
presented to the word GAM model in Section 2. The GAM model was asked to predict pitch contours from
word labels and was oblivious to variation in meaning between tokens of a given word type. In the models
reported below, however, the LDL and ResLDL mappings are confronted with semantic vectors that are
different from token to token. The question is whether the similarities between the CEs of tokens belonging
to the same word are sufficiently consistent for the LDL and ResLDL mappings to predict appropriately
similar pitch contours.

Model set-up was the same as for comprehension, except that to model production the input consisted
of CEs and the output consisted of pitch vectors. We again conducted the modeling procedure 30 times.
For each CE in the test set, we obtained a corresponding predicted pitch vector and identified its closest
neighbour amongst the actual (GAM-generated) contours of the tokens in our data. If this nearest neighbour
belonged to any token of the same word type as the target token, the predicted pitch vector was assessed as
correct, and otherwise as incorrect. We complemented this overall evaluation with a qualitative analysis of
the pitch contours predicted by the model for individual word types. To do this, we calculated the centroid
of the CEs for all tokens of a given word, and used this centroid vector to generate a predicted pitch contour
from the production network with LDL mappings and word-based pitch vectors. For each of the words
presented in Figure 5, we then assessed the quality of this LDL-predicted contour by visually comparing it
with the contour produced by averaging the actual (GAM-generated) pitch vectors used to train the model,
for all tokens of the word in question.

3.4.2 Results

Mean production accuracies (over 30 repetitions) for the token-based evaluation are presented in Figure 15.
For training data (left), accuracies are between 30% and 40%. The accuracies for the test data are only
slightly lower, ranging between 27% and 35%. The probability of a CE and pitch vector belonging to
the same word type by chance is the same as for the comprehension models, namely 0.038. Permutation
baselines are again 3.7% for training and 3.5% for testing. In other words, like the comprehension models,
the production models have accuracies an order of magnitude greater than would be expected due to chance.
However, in contrast to the comprehension results, production accuracies are remarkably similar for LDL
and ResLDL. Apparently, linear mappings suffice when predicting low-dimensional pitch contours from
high-dimensional CEs, and succeed in capturing the regularities in the meaning-to-form mappings. Possibly,
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Figure 15: Mean production accuracies for training data (left panel) and test data (right panel) for LDL and
ResLDL mappings from omnibus-segment (green) and word-type (orange) pitch vectors. Mean accuracy is
obtained from 30 random training and testing splits, each trained and evaluated independently. Error bars
indicate double the standard error.

predicting pitch from semantics is a cognitively more natural task than predicting semantics from just pitch
on its own, and hence requires less powerful mappings. Finally, as for comprehension mappings, predicting
pitch contours from CEs is more successful when pitch contours are generated with word-based GAMs,
compared to segment-based GAMs.

The results of the qualitative analysis are shown in Figure 16. The LDL-predicted contours are shown in
orange, and the by-type averages of the contours used to train the model are shown in gray. A comparison
of these two contours for any given word reveals remarkable similarity, indicating that the LDL production
model generates high quality predictions for the shapes of the pitch contours. It is also striking that, in
shape, these orange and grey contours closely resemble the contours in Figure 5, reproduced for convenience
as the blue contours in Figure 16.21 Recall from Section 2.6.1 that this third set of contours was produced by
combining the partial effect smooth for each word type with the general smooth for time for female speakers.
The similarity therefore suggests that the word-specific pitch contours isolated by our word GAM can be
understood as pitch contours that correspond to the centroids of word’s contextualized embeddings. From
this, we draw the conclusion that there is considerable isomorphy between the space of token-specific pitch
contours and the semantic space of token-specific embeddings.

In addition to by-word centroids, we also calculated the centroid of the CEs for all tokens of all types
in our dataset. The pitch contour predicted from this overall centroid is very similar to the pitch contours
in the right panel of Figure 1 and the first five panels of Figure 3. In other words, the centroid of the
embeddings of all tokens can be interpreted as the ‘meaning’ of the unmodulated rise-fall pitch contour. The
10 tokens that are closest to this centroid belong to the word types 不過 búguò ‘but, however’, 然後 ránhòu
‘and then’, and 時候 shíhòu ‘during which’, which suggests that these words are the most typical carriers of
the RF pitch contour in the current dataset.

4 General discussion
This study investigated variation in the F0 contours of disyllabic words with the rising-falling (RF) tonal
pattern in Taiwan Mandarin. The central hypothesis of our study is that Taiwan Mandarin disyllabic word
tokens have pitch contours that are in part driven by their meanings. In standard analyses of tone in
Mandarin, the rising tone of the first syllable and the falling tone of the second syllable of RF words are
inherited from the single-syllable constituents and are taken to be basic, underlying tones. Deviations from
these tones are explained by appealing to articulatory and prosodic constraints governing how tones can be
realized. Our hypothesis adds word meaning as a missing player in the articulatory arena by arguing that
meaning co-determines the realization of Mandarin tones.

Our core hypothesis generates four predictions. The first prediction is that variation in tonal realization
cannot be reduced to the segment-related constraints on articulation previously described in the literature.
Using generalized additive models (GAMs), we were able to show that word type is indeed a more powerful
predictor of tonal realization than a wide range of words’ form properties considered jointly. We not only

21Note that the blue contours in Figure 16 are identical to the contours in Figure 5, except that the amplitudes are different
due to the way we centered and scaled the contours in Figure 16.
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Figure 16: Examples of average pitch vectors (gray), and predictions generated by LDL (orange). The LDL
contours were predicted from ‘centroid’ word meaning, obtained by averaging the CEs of all tokens of the
same type. The word-specific contours predicted by the word GAM as presented in Figure 5, are reproduced
here (after centering and scaling) in blue. The vertical dotted lines in the panels indicate the average (word-
specific) syllable boundary.
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established that GAMs with factor smooths for word type provided substantially improved model fits, but also
demonstrated that word-informed GAMs provided more accurate prediction for the F0 contours of held-out
data. We concluded that individual word types have specific properties — over and above their segmental
makeup — that modulate the general, sine-wave shaped F0 contour characteristic of words described as
having a rising-falling tone pattern. These specific properties, we conjectured, are semantic in nature.

The second prediction is that information about a word’s meaning in context will improve prediction of
its tonal realization. If words with the very same segments and canonical tones, but different meanings, have
distinct tonal realizations, this provides evidence for the possibility that there is a semantic component to
the realization of tone in Taiwan Mandarin disyllabic words. Again using generalized additive modeling, we
were able to show that adding information about meaning in context (sense) led to significant improvement
in model fit. On the other hand, when it came to predicting the pitch contours of unseen tokens, the ‘word’
model performed just as well as the ‘sense’ model. Having traced this equivalence to a lack of statistical
power in the sense model, we ran supplementary analyses with random forests, which again revealed greater
importance for the variable including sense than for word type alone. These results provide evidence for the
possibility that Mandarin disyllabic word tokens indeed have tonal realizations that are partially determined
by their semantics.

The third prediction is that given a pitch contour, the meaning of its carrier token can be predicted above
chance level, assuming the listener has previous experience of that word type. This prediction is important
for two reasons. Firstly, for meaning-specific tonal contours to facilitate speech comprehension, it is essential
that pitch contours provide the listener with information that can actually be used to reduce uncertainty
about a word token’s meaning. Secondly, this prediction is also motivated by a higher-level observation. Over
the centuries, the phonotactics of Mandarin have been progressively simplified, resulting in a small inventory
of a mere 400 different syllables. When tones are taken into account, the number of syllables increases to
2000, which is still considerably smaller than the number of syllables in use in e.g. English, which according
to a perusal of the Celex database (Baayen et al., 1995) is around 14,400. With such a restricted inventory,
single-syllable Mandarin words are inevitably characterized by extensive homophony. From a functional
perspective, the presence of meaning-specific pitch modulations may therefore compensate for the lack of
semantic discriminability afforded by segmental makeup and syllable structure (see, e.g., Sampson, 2015,
2019, for a discussion of theoretical implications).

In order to establish empirically that token-specific tone contours indeed have the potential to help
listeners zoom in on a token’s meaning, we used a specific computational modeling framework, namely the
Discriminative Lexicon Model (DLM). Given the difficult task of predicting words’ high-dimensional semantic
embeddings from low-dimensional pitch contours, the DLM model that we implemented performed on held-
out data with an accuracy of over 50%, compared with a random baseline of 3.5%. The tonal contours
of word tokens turned out to be far more revealing about their meanings than anything we thought might
be possible when we started this investigation. We take these results as evidence that human listeners are
presented with highly informative pitch contours, which leads us to expect that native Mandarin listeners
make use of this information to optimize comprehension.

The fourth and final prediction that follows from our central hypothesis is that, assuming they have
previous experience of a given word type, a speaker can produce an appropriate pitch contour for a meaning
they want to convey with that word. We again tested this prediction using the DLM. A network trained
on matching context-specific semantic embeddings to token-specific pitch contours performed far above a
random baseline, with accuracies ranging from 30% to 40% on training data, and 25% to 30% on testing
data. Given that the computational models were forced to predict pitch across tokens produced by many
different speakers, without any information about the segmental make-up or syllable structure of the words,
this is a remarkable result that provides strong support for actual speakers in principle being able to learn
to produce meaning-specific pitch contours. At this point, however, a word of caution is appropriate. Our
DLM models were given the task of predicting the geometric shape of pitch contours, and did not address
token- and word-specific differences in pitch height and amplitude. The modeling of the full pitch contours,
including height and amplitude, is left for future investigation.

Although the four predictions that follow from our central hypothesis are empirically well-supported,
this of course does not necessarily imply that our hypothesis is correct. In general, given an implication
from a proposition p (a hypothesis) to an empirical prediction q, p ⇒ q, observing q does not imply p:
q ⇏ p, as there might be conditions other than p that also give rise to q. Thus, we cannot rule out that the
importance of meaning in our models might actually be due to factors that we did not take into account
in our analyses. For instance, the effects of prosody, pragmatics, syntax, and emotion could, in principle,
conspire to yield effects that would seem to imply token-specific semantic effects. Measures of surprisal
and informativity other than the forward and backward probabilities that we included as control variables
may also be informative (Tang and Shaw, 2021). It could also be argued that in the present study, which
is based on spontaneous conversational speech, the consequences of contraction and reduction (Ernestus,
2000; Johnson, 2004; Tseng, 2005) are not controlled for. And indeed, we agree, all these factors are worth
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further investigation. However, it seems unlikely to us that any of these factors will turn out to explain away
completely the effect of meaning. Our analyses are based on multiple tokens of each word type, that vary
with respect to their syntactic position, their pragmatic function, the amount of segmental reduction, and
their emotional valence. The pitch modulations estimated with the help of the GAM models are statistical
generalizations across all this variation that is present in our data. It seems highly unlikely to us that the
factors we were not able to control for will be distributed across our tokens in such an unbalanced way that
they would be able to explain away our semantic effects. Furthermore, the simple fact that it is possible
to predict embeddings from F0 contours, and F0 contours from embeddings, with an accuracy far beyond
chance levels, bears witness to a non-trivial role for semantics in the tone system of (Taiwan) Mandarin
Chinese.

It is an open question to what extent speakers and listeners actually can make use of the information
that we have documented is present in token-specific pitch contours and token-specific embeddings. On the
one hand, our computational model is trained under perfect conditions. This line of reasoning suggests that
human learners are at a disadvantage compared to our computational model. On the other hand, human
speakers and listeners encounter far more words than we considered in this study, and they understand or
produce these words in much richer environments, including non-verbal aspects of communication such as
gesture and facial expressions, than are available to our model. This alternative line of reasoning suggests that
the human cognitive system is well-positioned for exploiting the isomorphisms between form and meaning
to optimize comprehension and production.

A related question is whether listeners actually do make use of the distributional-statistical information
that is in the speech signal of Mandarin RF words. We think they must be doing so, for two reasons. First,
the pertinent information is present in the speech signal, but this information cannot be reduced to the
consequences of bio-mechanical constraints on the speech production process. Second, the tone system of
Mandarin Chinese is language specific, which argues against the possibility that the fine details of words’
pitch contours are an inevitable consequence of their meanings. Listeners must be learning the distributional
statistics of tone and meaning from the speech to which they are exposed. We hasten to note that the learning
of the systematicities between pitch and semantics is in all likelihood a completely subliminal process. It is
not necessary for learners to be aware of the subtle modulations of pitch contours in relation to equally subtle
nuances in meaning. In our conception of the learning process, successful understanding, token by token,
will drive low-level learning in the lexical networks, without conscious reflection and effort being required.22

Our central hypothesis that pitch contours in Taiwan Mandarin disyllabic words are in part determined
by semantics fits well with classical studies such as those of Bybee (2001) and Hawkins (2003).23 These
early studies are complemented with accumulating evidence that indeed the details of phonetic realization
are often intimately connected to semantics. Gahl (2008) reported that English heterographic homophones
tend to differ in duration, depending on their frequency, and Gahl and Baayen (2024) recently showed, using
distributional semantics, that differences in homophone duration can be traced in part to the meanings of
these homophones. Drager (2011) documented the ways in which the pronunciation of English ‘like’ varies
with is meaning. Tomaschek et al. (2019a)’s study of the duration of English syllable-final /s/ likewise
demonstrated the importance of semantics for phonetic detail.

Our results might be taken to suggest that word types have their own specific pitch contours stored in
the mental lexicon. However, this is not what we are claiming. Within the framework of the discriminative
lexicon, pitch contours are not stored. In comprehension, pitch contours contribute to predicting a word’s
meaning, and in production, a pitch contour is computed on the fly from the intended meaning. Because the
DLM makes no attempt to derive words’ forms from underlying forms, and because no abstract representa-
tions mediate comprehension or production (unlike the theories of e.g., Cutler and Clifton Jr., 1999; Levelt
et al., 1999), the model provides a tool for probing the relation between form and meaning at the level of
individual tokens. The facts that for comprehension the mapping from a pitch contour to its context-specific
embedding is to a large extent linear, and that for production the reverse mapping is completely linear, indi-
cate that there is considerable isomorphy between the form space of Mandarin word tokens’ pitch contours
and the semantic space of Mandarin words’ context-specific meanings. This means that form and meaning
mirror each other to a much greater extent than is often assumed, especially in frameworks that take as
axiomatic that language has a ‘dual articulation’ (Martinet, 1965) that allocates form and meaning to two
unrelated, orthogonal, components of the grammar.

Since the GPT-2 model used to generate our CEs has been pre-trained on a very large amount of data,
the CEs partly capture words’ statistical co-occurence profiles. The isomorphy between pitch contours and
CEs therefore suggests that the history of collocational usage affects the realization of tone, and not only
the properties of the particular context (such as informativity and the properties of preceding and following

22For token-by-token incremental lexical learning, see Heitmeier et al. (2023b), and for continuous recalibration in vision, see
Marsolek (2008).

23Note that we do not claim that pitch contours are determined exclusively by semantics; the GAM analyses that we report
show ample effects of non-semantic predictors.
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words) in which a token occurs. From this perspective, the present results dovetail well with conclusions
reached by Seyfarth (2014) and Sóskuthy and Hay (2017), who argue that tokens of words that are often
highly predictable have shorter spoken word duration even in contexts in which the factors normally driving
shortening are absent (see also Tang and Shaw, 2021, for spoken word duration, maximum pitch, and
maximum intensity in Mandarin).

The results that we report in the present study not only fit well with recent novel models for understanding
lexical processing, but also have important consequences for teaching Mandarin as a second language. If
our results generalize from the rise-fall tone pattern to other tone combinations in Mandarin disyllabic
words (and ongoing research suggests that indeed this is the case), then presenting second language learners
with the typical tones indicated by Pinyin transcriptions can be highly confusing and counterproductive.
For instance, a learner presented with the Pinyin of 學校, xuéxiào ‘school’, but hearing a fall-rise-fall, and
noticing the initial descending pitch, will be totally confused about what she is hearing and what (according
to the Pinyin) she should be hearing. In fact, for many tokens, the feedback on the tones from the Pinyin is
standing in the way of learning how Mandarin speakers actually realize tones. When error-feedback to the
learner is itself error-ridden, not much progress can be expected.

To conclude, we have provided a range of observations that are consistent with the possibility that the
details of how tones are realized in Taiwan Mandarin disyllabic words is partially determined by meaning in
context. If our interpretation of these observations is on the right track, semantics is an important missing
player in current phonetic studies of F0 modulation in Mandarin. We believe our empirical findings are
sufficiently strong to open up new lines of research on the realization of pitch in tone languages. We believe
that our findings will help improve pedagogical methods for teaching Mandarin to L2 learners. Last but not
least, we also hope that our findings will contribute to an improved understanding of why deep learning speech
processing systems are so remarkably effective and now constitute the state-of-the-art in natural language
processing. Our hypothesis is that these systems can pick up systematicities between form and meaning that
are not open to human introspection, but that are visible to GAMs and computational models. Crucially,
we hypothesize that these systematicities are not only exploited by computational modeling algorithms, but
that they are also essential, albeit subliminally, for optimizing human lexical processing in comprehension
and production.

29



Appendix

A. Autocorrelation in pitch contours

Since F0 is a measurement of the frequency with which the vocal folds vibrate, and given the physical
constraints on the muscles that control the vocal folds, it is inevitable that F0 changes only slowly with
time, and that hence measurements of F0 at successive points in time are autocorrelated. For statistical
evaluation, this has a far-reaching consequence: since the observations of pitch at successive points in time
are not independent, unavoidably, the residuals of a standard GAM fitted to pitch contours will be also
characterized by autocorrelations, violating the assumption of regression modeling that the errors should be
independent and uncorrelated. As a consequence, the p-values associated with predictors in a GAM, and
the confidence intervals for these predictors, will be too ‘optimistic’.

By way of example, using the current dataset, we fit a simple model predicting log-transformed F0 with
speaker gender and normalized time as predictors. As shown in the left-hand panel of Figure A1, the residuals
of this model are characterized by substantial autocorrelation. The auto-correlation function indicates that
for this model, at lag 1, the correlation of residuals at adjacent time steps is as high as 0.95, and even at a
lag of 10 timesteps, the auto-correlation is still substantial, and well above 0.6.

The mgcv package offers a way of capturing autocorrelations in the residuals by means of building an
autoregressive process into the errors. Accordinng to this AR(1)process, the errors are generated as follows:

εt = ρεt−1 + ϵi, ϵi ∼ N (0, σ).

The residual at time t is modeled as the sum of a proportion ρ of the residual at time t − 1 and Gaussian
noise. For the present data, inclusion of an AR(1) process with ρ = 0.95 successfully removes most of the
autocorrelation in the errors, as shown in the right-hand panel of Figure A1.

Unfortunately, this solution comes with two problems of its own. First, the autocorrelation at lag 1 varies
substantially between tokens. As a consequence, a single value of ρ provides only a rough approximation that
is too low for some tokens, and too high for many others. This is illustrated in Figure A2. The horizontal axis
displays the distribution of by-token autocorrelation values in the errors, calculated based on the residuals of
a GAM model without an AR(1) process in the errors. A large majority of tokens have high autocorrelations
(median = 0.79), but there are still quite a number of tokens with much lower autocorrelations. The vertical
dimension plots the autocorrelation in the residuals from a model with an AR(1) process in the errors (with
ρ f= 0.95). Although overall the autocorrelation in the errors is much lower (median = 0.29), there are still
tokens with relatively high autocorrelation, and more tokens with a negative autocorrelation. Inter-token
variability remains substantial. This demonstrates that the ρ parameter is set to high for some tokens, but
too low for others. In other words, the problem of autocorrelated residuals cannot be properly addressed
until by-token specification for the autocorrelation parameter is made possible in GAM.

Second, inclusion of an AR(1) process in the errors gives rise to residuals that do not approximate a
normal distribution. For illustration, the Q-Q plots in the left and middle panels of Figure A3 display
the distribution of the residuals of the models without and with an AR(1) process respectively. As can be
seen, when an AR(1) process is not incorporated (left panel), residuals are already not normally distributed.
They come with thick tails at both ends, indicative of being more similar to a t distribution. However,
after applying the AR(1) process (right panel), the residuals exhibit a very spiky distribution, with large
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Figure A1: Autocorrelation function plots for the residuals of a GAM model without (left) and with (right)
an AR(1) autoregressive process in the residuals.
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Figure A2: Scatter plot of by-token autocorrelation in the residuals from a model without AR1 incorporated
(horizontal) and one with AR1 (vertical). Distributions of autocorrelation are shown by the boxplots.

Figure A3: Q-Q plots for the residuals of a GAM model without (left) and with (right) the AR(1) process.

numbers of small errors hovering around zero, in combination with thin but very long tails. These tails resist
adjustment towards normality using a scaled t-distribution (see van Rij et al., 2019, for a study where the
combination of an AR(1) process and a scaled t-distribution was successful).

The large errors in the long tails of the error distribution can be traced back in part to tokens with
discontinuous contours. For example, compare panel (a) of Figure A4 with panels (b)-(d). While the former
shows a continuous smooth contour, the remaining three exhibit discontinuities. For panels (b)-(d), the
break in the middle is due to the presence of a voiceless consonant in the onset of the second syllable. In
the case of the contours in panels (c) and (d), creaky voice towards the end of the falling tone gives rise to
an abrupt decrease in F0. In principle, one could start new time series after a clear discontinuity, but this
raises new questions. What should counts as a ‘clear’ discontinuity? Does it make sense to start a new time
series for timepoints with creaky voice? Are the pitch contours during stop closures planned smoothly but
not executed, or are the planned pitch contours truly discontinuous? In the light of these considerations, we
decided not to incorporate an AR(1) process in the errors.
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Figure A4: Panel (a) shows a complete continuous F0 contour. Panel (b)-(d) are examples of discontinuous
contours.
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B. Context-sensitive embeddings

Classic models of word embeddings build semantic spaces with count-based techniques. They collect the
word occurrence statistics in documents or co-occurrence patterns in context windows (Landauer and Dumais,
1997; Lund and Burgess, 1996). As there are usually large numbers of documents and collocating words,
the resulting embeddings are large and sparse. Therefore, dimension reduction techniques often reduce the
embedding size to approximately 300.

More recent embedding models learn compact and dense representations directly from collocations. For
example, Mikolov et al. (2013)’s Word2Vec model trains a single-hidden-layer neural network to predict the
word given its surrounding context (continuous bag-of-word) or the surrounding context given the target
word (skip-gram). The hidden representations learned by the model are the word embeddings. Different
embedding models are proposed and differ in their model architecture or their prediction objectives. For
instance, FastText(Bojanowski et al., 2017) uses sub-word features to construct hidden representations, and
can better deal with out-of-vocabulary problems. GLoVe (Pennington et al., 2014), instead of training with
CBOW or skip-gram, directly learns the word embeddings that capture global corpus statistics.

Different from the classic count-based models and the later Word2Vec or GLoVe models, contextualized
embeddings (CEs) are the model representations of a deep language model (Bengio et al., 2000; Melamud
et al., 2016; Raffel et al., 2020). During the training stage, the language model learns how to encode
sentential contexts into CEs, given tasks such as predicting the next token or missing tokens in a sentence.
Subsequently, during the inference stage, one can extract the CEs as the representations summarising the
word and context in the sentence. Interestingly, although the model is not instructed to learn lexical
semantics, nor are they provided with explicit sense inventories, the CEs of the same word type nevertheless
reflect their context-specific or sense-level usage information (Garí Soler and Apidianaki, 2021; Pavlick, 2022;
Peters et al., 2018).

Two kinds of CE-producing models can be distinguished in terms of whether the model has access to the
contexts after the predicting words. In a unidirectional setting, the model is trained with a causal mask and
language modeling objective, in which it learns to predict the next word only from the preceding context (e.g.
GPT, Radford et al., 2018). In contrast, a bi-directional model learns through a masked language modeling
task, predicting a masked word from its surrounding text (e.g. BERT, Devlin et al., 2019). Compared
to bidirectional models, the embeddings of unidirectional models appear to be more aligned with human
cognition in language tasks (Goldstein et al., 2022; Schrimpf et al., 2021).
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C. LDL and ResLDL

Linear Discriminitive Learning (LDL) is one of the computational engines of the Discriminative Lexicon
Model (DLM, Baayen et al., 2019; Heitmeier et al., 2023c). It implements linear mappings between word
form and meaning. Mathematically, it is equivalent to multivariate multiple regression in statistics. These
linear mappings can be estimated straightforwardly with matrix algebra.

By way of example, let C and S denote word form and word meaning matrix respectively. The rows
of the form matrix C contain numeric representations of words forms, and the rows of the semantic matrix
S contain the corresponding semantic representations. The comprehension mapping F can be obtained by
solving

CF = S.

In the same vein, the production mapping G can be obtained by solving

SG = C.

There are different methods of obtaining mappings F and G, which are documented in detail in Heitmeier
et al. (2021) and Heitmeier et al. (2023a). We made use of the normal equations of regression, solving the
inverse using Choresky decomposition.

The model architecture of ResLDL is shown in Figure A5. The model consists of two routes. The route
on the right is a linear mapping that implements LDL. On the left is a nonlinear network. The parallel
routes of the linear and nonlinear components are similar to the residual connection model, which was first
proposed for computer vision(He et al., 2016) but is also widely used in later models of natural language
processing (Vaswani et al., 2017). The ResLDL takes the linear transformation matrix estimated by the
least squares method as it is. This linear matrix is simply frozen, i.e., the parameters (weights) in the matrix
are not updated during training. The tuneable parameters are in the nonlinear route, they are trained to
capture the structure in the residuals of the linear model.

The nonlinear route is composed of three feed-forward networks (FFNs), with a sigmoid activation func-
tions in between. The FFN itself is a linear transformation, which contains a set of tunable weights used in
matrix multiplication and tunable bias terms, which act like intercepts in linear regression. The nonlineari-
ties are introduced with the sigmoid function which maps input values into the [0, 1] interval. This nonlinear
function is crucial because, without it, the successive FFN will collapse into only one linear transformation.

The tuneable parameters of the ResLDL model are initialized randomly, and subsequently optimized
during training to minimize the difference between the predictions and the target vectors. At first, the
model does a forward pass. For example, in the case of comprehension, the input is a 50-dimensional pitch
contour vector, and the model is trying to predict the 768-dimensional CE vector. The model takes a 50×768
LDL comprehension matrix for its linear route and produces a linear prediction. In addition to this linear
prediction, the model also takes the pitch contour vector and inputs it into its nonlinear route. This vector
is transformed by the first FFN, followed by a sigmoid function, into a latent space, which is set to 200
in this model, resulting in a 200-dimensional latent vector. This latent vector is again transformed by the
following FFNs, which ultimately produce a predicted residual vector. The final output vector is the sum of
the linear prediction and the predicted residual vector.

The forward pass is followed by a backward pass, using the backpropagation algorithm to update the
parameters. First, the output vector is compared to the real vector, and the difference, measured by the mean
squared error, is computed. Secondly, the algorithm derives the parameters’ gradients from the computed
difference, i.e., the directions with which the parameters should be updated to bring the predictions closer
to the real vectors. Finally, the algorithm updates each parameter by subtracting the gradients multiplied
by a scalar, the learning rate. The backward pass is complete with the update of all parameters. Training
then proceeds with the next forward pass, using the newly updated parameters.

The model has two hyperparameters: the learning rate, and the number of epochs, i.e., the number of
times the model parameters are updated on the dataset. If the learning rate is set too low, the optimisation
will be too slow, while if it is set too high, we may miss the optimal parameters. Similarly, too few epochs
may result in the model being undertrained, and too many iterations may lead to model overfitting. To
select optimal hyperparameters, we split the data into three parts: the training set, which contains 3,022
tokens, a validation set (378 tokens), and a test set (378 tokens). The training set is used to learn the model
parameters. The validation set is used to determine optimal values for the hyperparameters. Finally, the
model performance is evaluated on the test set. In this study, we explored the following set of hyperparam-
eters: two different numbers of epochs (100, 200) and six learning rates (5e-2, 1e-2, 5e-3, 1e-3, 1e-4, 1e-5).
After the hyperparameter selection, the number of epochs was set to 200, and the learning rate was set to
1e-5 for the production task and 1e-2 for the comprehension task. We used the AdamW optimizer with β1

set at 0.9 and β2 set at 0.999, and weight decay set at 0.01. There are 200K tunable parameters in ResLDL.
For each model, the training took 20 seconds on a 12th-generation Intel i7 CPU.
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Figure A5: Model architecture of residual LDL (ResLDL). The model has two routes transforming the
inputs to the predictions (either pitch contours, or contextualized embeddings). In addition to the linear
route (right), which uses the standard linear transformation, the model has a second nonlinear route (left)
to account for the relations not captured by the linear mapping. The nonlinear route is a three-layer fully
connected neural network with sigmoid activation functions. The model adds the output from both routes to
make its final predictions. Compared to the standard LDL, the ResLDL adds a nonlinear route to improve
the predictions by capturing the regularities left in the residuals of linear projection.
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