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Abstract 

This study examines how the cross-linguistic similarity of translation equivalents 

affects bilingual word recognition. Performing one of three tasks, Dutch-English 

bilinguals processed cognates with varying degrees of form overlap between their 

English and Dutch counterparts (e.g., lamp-lamp vs. flood-vloed vs. song-lied). In 

lexical decision, reaction times decreased going from translation equivalents 

without any cross-linguistic orthographic overlap to very similar but non-identical 

cognates. Identical cognates showed a large discontinuous processing advantage 

and were subject to facilitation from phonological similarity. In language decision, 

the effect of orthographic similarity reversed: A cognate inhibition effect arose, 

the size of which increased with orthographic similarity. Here identical cognates 

were markedly slower than other cognates. In progressive demasking, no 

orthographic similarity effect was found for non-identical cognates, but a semantic 

similarity effect arose. In addition, there was a facilitation effect for identical 

cognates of low English frequency. The task-dependent result patterns are 

interpreted in terms of four accounts of cognate representation and provide 

evidence in favor of a localist connectionist account.  
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Introduction 

 

Consider the following text (after Peter Verstegen): Drink gin in restaurant, 

whiskey in hotel, champagne in bed. Later effect: Oh God, migraine. Tablet in 

warm water! The remarkable property of this story is that both Dutch and English 

monolinguals can understand it perfectly, because it is composed entirely of words 

with the same form and meaning in the two languages. Translation equivalents 

that are identical or similar in their orthography across languages are usually 

referred to as ‘cognates’. The cross-linguistic form overlap of cognates has been 

used by researchers to explore whether words from different languages are co-

activated during the reading, listening, and speaking of bilinguals. If responses to 

such ‘special’ items differ from those to language-specific control items, this can 

be seen as evidence that both readings of the cognates have become active and 

affect each other.  

The cognate facilitation effect 

In many reaction time (RT) studies, involving a variety of experimental 

paradigms, cognates were responded to faster than control words that exist in only 

one language. This cognate facilitation effect has since long been established by 

studies on bilingual word recognition in the visual modality (e.g., Caramazza & 

Brones, 1979; Cristoffanini, Kirsner, & Milech, 1986; De Groot & Nas, 1991; 

Dijkstra, Grainger, & Van Heuven, 1999; Dijkstra, Grainger, & Van Heuven, 

1999; Dijkstra, Van Jaarsveld, & Ten Brinke, 1998; Dufour & Kroll, 1995; Kroll 

& Stewart, 1994; Lemhöfer et al., 2008; Lavaur & Font, 1998; Sanchez-Casas, 

Davis, & Garcia-Albea, 1992; Schwartz, Kroll, & Diaz, 2006; Voga & Grainger, 

2007). However, the effect has also been observed in the auditory modality 
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(Marian & Spivey, 2003) and in word production (Costa, Caramazza, & 

Sebastian-Galles, 2000; Costa, Santesteban, & Cano, 2005; Kroll & Stewart, 

1994). The observed cognate facilitation effect is usually larger in the second 

language (L2) than in the first language (L1)(Kroll, Dijkstra, Janssen, & 

Schriefers, 2000), but it can appear even in pure L1 contexts (Van Hell & 

Dijkstra, 2002). The cognate effect has also been observed in bilinguals using 

different scripts (Gollan, Forster, & Frost, 1997; Kim & Davis, 2003). Stronger 

facilitation effects can arise if the cognates in question exist in three languages 

rather than in two (Lemhöfer, Dijkstra, & Michel, 2004). Recent evidence 

indicates that cognate effects can be modulated by sentence context (Duyck, Van 

Assche, Drieghe, & Hartsuiker, 2007; Schwartz & Kroll, 2006; Van Hell & De 

Groot, 2008). Brain activity during cognate processing is also under study using 

electrophysiological and neuroimaging methods (e.g., De Bleser et al., 2003; 

Dijkstra, van Hell, & Brenders, in preparation). Again, these studies indicate that 

cognates are processed differently from controls. 

The cognate facilitation effect has often been taken as evidence for a 

bilingual lexicon that stores words of two or more languages in an integrated 

fashion and/or for a lexical access procedure that activates word candidates in 

several languages in parallel. The effect has also been considered as evidence 

against the hypothesis that the orthographic and semantic representations of form-

identical and similar cognates across languages are accessed in a language-

selective way (Gerard & Scarborough, 1989; Smith, 1997). As such, cognates 

have been very useful as tools to investigate the language (non)specificity of 

lexical access in bilinguals (see Friel & Kennison, 2001).  
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Nevertheless, the precise representation of cognates remains a hotly 

debated topic (cf. Costa et al., 2005).  Over the years, several theoretical accounts 

have been proposed. In the present study, we seeked to test and further develop 

these accounts by manipulating the cross-linguistic similarity of the cognate 

readings, and by comparing cognate processing in three different tasks. In our first 

experiment, we applied an English lexical decision task to examine the effects of 

cross-linguistic orthographic variation in cognates on processing; in our second 

and third experiment, we used largely the same stimulus materials in two different 

tasks, namely language decision and progressive demasking.  In the remainder of 

this introduction, we will first discuss four theoretical accounts for cognate 

representation and processing, and then consider their predictions with respect to 

non-identical cognates (e.g.,  tomato in English, the translation equivalent of 

tomaat in Dutch). The task-dependence of cognate effects and the related 

predictions of the four accounts will be considered before presenting Experiment 

2.  

------------------------ 

Figure 1a-d about here 

------------------------ 

Four positions on cognate representation and processing  

Identical cognates are often assumed to have largely shared orthographic 

and semantic representations across languages. However, with respect to the 

representation of non-identical but similar cognates, at least four theoretical 

positions can be discerned (see Figure 1 for a simplified graphical description, 

ignoring phonological and sublexical aspects).  
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One position is to assume that, as a consequence of their cross-linguistic 

form and meaning overlap, non-identical cognates have developed a single 

‘special’ morphological representation that is not present for non-cognate 

translations (panel a in Figure 1). For instance, the English word tomato and the 

Dutch word tomaat may share a morphological representation, which underlies 

the cognate facilitation effect observed in the studies mentioned above. This is a 

position taken by Kirsner et al. (Cristoffanini, Kirsner, & Milech, 1986; Kirsner, 

Lalor, & Hird, 1993; Lalor & Kirsner, 2000) and Sánchez-Casas et al. (Sánchez-

Casas, Davis, & García-Albea, 1992; Sánchez-Casas & García-Albea, 2005). 

These researchers have especially attempted to demonstrate that a shared 

morphological representation for cognates exists, but they have not specified this 

representation in detail (see Voga & Grainger, 2007, Figure 1, for a proposal). It 

seems reasonable to assume that the shared morphological representation will be 

stronger for higher-frequency cognates than for lower-frequency cognates. 

Therefore, the cognate facilitation effect should be larger for higher-frequency 

cognates.  Furthermore, in order to establish a ‘special’ cross-linguistic 

morphological representation between two translation equivalents, these should 

probably share a minimal degree of cross-linguistic similarity. After all, the shared 

morphological representation is proposed only for (form-similar) cognates, not for 

just any translation equivalent.  

A second theoretical position holds that translation equivalents, both non-

identical cognates and non-cognates, are characterized by shared semantic 

representations and linked word form representations (panel b in Figure 1). For 

instance, the Dutch-English cognate pair tomaat-tomato might have a common 

meaning representation and two linked lexically-orthographic representations (de 
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Groot & Nas, 1991). In the theoretical framework of the Revised Hierarchical 

Model (Kroll & Stewart, 1994, pp. 162-166), the link would be associative in 

nature and therefore its strength would depend on the word frequency of the items 

involved. An analogous associative link would exist for non-cognate translation 

pairs (such as man-hombre). The cognate facilitation effect in this view would be 

found especially for L2 and would be a consequence of a faster retrieval of the L2 

word meaning via the form-similar L1 word form. For example, in Dutch-English 

bilinguals, the English (L2) word form tomato would quickly activate the 

overlapping Dutch (L1) word form tomaat and then its meaning. This process 

would take place more quickly than for translation equivalents that do not share 

form-overlap, such as English bike and Dutch fiets. In line with this 

argumentation, Kroll and Stewart (1994, p. 166) reported that ‘words that are 

cognates in Dutch and English … [were] translated more rapidly than non-

cognates’ and that ‘naming latencies in L2 were long when an L1 cognate had a 

different pronunciation, and they were fast when an L2 cognate had the same 

pronunciation.’ The same argumentation might apply to cognates processed in 

other tasks.  

A third theoretical position is that of subsymbolic, distributed 

connectionist models (panel c in Figure 1). According to this position, (bilingual) 

word recognition can be seen as following a path towards the target word in a 

multidimensional space set up with orthographic, phonological and semantic 

features as axis dimensions (see, e.g., de Groot, 1992; French & Jacquet, 2004; 

Thomas, 1997; Thomas & Van Heuven, 2005). Because they share so many 

orthographic and semantic features, the two members of a cognate pair are 

functioning as attractors that are closely positioned together in this 
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multidimensional space. Said differently, their cross-linguistic similarity makes 

them stronger attractors than noncognates, which affects their speed of retrieval. 

The degree of cross-linguistic similarity a cognate possesses is therefore an  

important determiner of its identification time. Frequency of cognate usage is such 

a determiner as well, because it will strengthen the attractors’ force.  

A fourth theoretical position assumes a symbolic, localist connectionist 

framework. As in the distributed connectionist approach, cognate translation 

equivalents are only ‘special’ relative to non-cognate translations in that they 

share more orthographic, semantic, and/or phonological features across languages 

(Dijkstra, Grainger, & Van Heuven, 1999; Voga & Grainger, 2007; panel d in 

Figure 1). According to this account, the cognate facilitation effect in reading 

might in fact be an orthographic-semantic priming effect: Overlapping 

orthographic and semantic representations of both languages become active upon 

the presentation of one of the readings of the cognate, leading to a facilitated 

recognition of cognates relative to non-cognates. In this view, the cognate 

facilitation effect depends on both cross-linguistic similarity (e.g., number of 

shared letters in comparable word positions) and word frequency. Both a larger 

similarity of the two readings of a cognate and a higher frequency result in a more 

strongly activated shared semantic representation. Note that this view also predicts 

a cognate facilitation effect for cognates that partly share their phonological 

representations (not indicated in Figure 1, panel d). The various model predictions 

are summarized in Table 1.  

------------------------ 

Table 1 about here 

------------------------ 
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The cognate facilitation effect and cross-linguistic similarity  

In many studies, the cognate facilitation effect is measured by comparing 

RTs for cognates and matched language-specific control words. Dijkstra, 

Grainger, and Van Heuven (1999) let Dutch-English bilinguals perform an 

English lexical decision task or an English progressive demasking task, in which 

they systematically varied the cross-linguistic semantic, orthographic, and 

phonological similarity of the target items (English 3-5 letter words) with their 

(not presented) Dutch translation equivalents. The results of both tasks were very 

similar. Semantic and orthographic overlap exerted a facilitatory effect on the 

RTs, whereas phonological overlap had an inhibitory effect. For instance, the 

bilingual participants were found to respond faster to cognates like type, which 

has the same meaning and spelling (but not pronunciation) in Dutch and English 

than to interlingual homographs like stage, which is only spelled the same (but in 

Dutch is pronounced differently and means ‘internship’); both types of items were 

faster than control words that were completely different across languages. No such 

cross-linguistic effects were found in an English lexical decision task performed 

by American English monolinguals, indicating that these findings could not be 

ascribed to artifacts in the stimulus materials.  

Note that this study made a discrete distinction between cognates with 

maximal cross-linguistic overlap and language-specific controls. However, 

orthographic identity or maximal phonological overlap are apparently not required 

for the cognate facilitation effect to arise. Font (2001), in collaboration with 

Lavaur, examined the processing of ‘neighbor cognates’ in French and Spanish in 

different tasks. Neighbor cognates are non-identical cognates that differ in just one 

letter between languages. In a lexical decision study with French-Spanish 
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bilinguals, Font found that such non-identical cognates were still facilitated 

relative to language-specific controls, but significantly less than identical 

cognates. Furthermore, the amount of facilitation depended on the position of the 

deviating letter in the word. Neighbor cognates with the different letter at the end 

of the word (e.g., French texte – Spanish texto) were facilitated more than 

neighbor cognates with the different letter inside (e.g., French usuel – Spanish 

usual). In fact, facilitatory effects for the latter type of cognate disappeared and 

effects tended towards inhibition when such cognates were of low frequency in 

both languages. Similar patterns of results were found in L1 and L2 processing.  

These findings beg the question of how the cognate facilitation effect 

depends on cross-linguistic similarity. If form-identity is not required, how much 

form-overlap between the two readings of a cognate will still induce a facilitation 

effect? Does the cognate facilitation effect decrease linearly or non-linearly with 

decreasing form-overlap, e.g., going from tennis (Dutch: tennis) to coffee (Dutch: 

koffie) to rain (Dutch: regen) and bike (Dutch: fiets)?  

The four viewpoints with respect to cognate representation discussed 

above appear to provide different answers to these questions. If cognates are 

represented by an all-or-none morphological representation (position 1), cross-

linguistic similarity might not be such an important characteristic of cognates (as 

long as some minimal degree of orthographic and semantic overlap is present, the 

shared morphological representation would be established); in contrast, the word 

frequency of the cognates in either or both languages might be a determining 

factor of the cognate facilitation effect. If cognate representations are linked 

associatively (position 2), a similar prediction might be made. Because all 

translation equivalents are linked, also those of non-similar translation 
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equivalents, the cross-linguistic similarity of items might be less important than 

their word frequency in determining the cognate effect. In any case, effects of 

orthographic similarity in cognates are not specified by this position (see Talamas, 

Kroll, & Dufour, 1999, for other form similarity effects).    

In contrast, the other two theoretical positions discussed above predict that 

both cross-linguistic similarity and word frequency should be important 

determinants of cognate recognition time. Interestingly, somewhat different 

predictions are formulated with respect to this issue by distributed connectionist 

models such as proposed by Thomas (see Thomas and Van Heuven, 2005), 

French and Jacquet (2004), and Li and Farkas (2000), relative to localist 

connectionist models such as BIA (Van Heuven, Dijkstra, & Grainger, 1998; 

Voga & Grainger, 2007) and BIA+ (Dijkstra & Van Heuven, 2002a).  

Distributed models (position 3) hold that the two readings for identical and 

nearly identical cognates share most of the connections. The English and Dutch 

representations of these cognates therefore lie closely together in 

multidimensional space. Responses to such cognates should be faster than for 

control words, because, being in the same region, the attractors of the two 

representations of a cognate exert a joint force. Responses to decreasingly similar 

cognates should become slower and slower because the joint force decreases. 

There does not appear to be an obvious reason why the reduction in attractor 

strength would not be linear, although distributed models are known for their non-

linear dynamics and actual simulations with a distributed model could prove this 

statement wrong. In any case, a sharp rise in RTs would not be expected when one 

compares form-identical to slightly non-identical cognates.  
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Localist models (position 4) leave open the possibility that there is a single 

symbolic representation for identical cognates, but two representations for non-

identical cognates. If these localist models are right, a slight change in similarity 

from identical to nearly-identical cognates should have a catastrophic (i.e., either 

discontinuous or markedly non-linear) effect on cognate recognition speed. This is 

because the introduction of even a small mismatch implies that, instead of one 

representation (for form-identical cognates), participants activate two 

representations that inhibit each other via lateral inhibition. Lateral inhibition is a 

competitive mechanism between representations of the same level in localist 

connectionist models; its effects become stronger if there is more similarity 

between the representations concerned. This lateral inhibition would cause a sharp 

increase in RTs in nearly identical cognates relative to fully identical cognates. If 

the similarity of cognate stimuli to their translations decreases further, the 

additional effect would not be as large as before, because the number of activated 

representations remains the same. As an example, consider the English-Dutch 

cognate pairs lamp-lamp, train-trein, and tower-toren. Other things being equal, 

the models predict a large RT difference between the cognate lamp, having a 

perfect form overlap with its other-language translation equivalent, and train, with 

just a small form difference. However, the difference between train and tower, 

having a larger form difference across languages, should be much smaller.  

In the present study, we tested the four models against each other in two 

ways. We first tested the models’ predictions with respect to the sensitivity of the 

cognate effect to cross-linguistic similarity in a lexical decision study. A 

continuum of cognates was selected that varied in their cross-linguistic similarity 

between complete form-identity and complete lack of orthographic overlap. Next, 
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we considered how the models handled variations in task demands by examining 

cognate processing in two other  tasks, language decision and progressive 

demasking. Before presenting the three experiments, we report a rating study set 

up for optimal stimulus selection. 

 

Rating study 

The rating study was designed to construct a list of words on a continuum 

ranging from completely identical cognates, via (semantically equivalent) 

translation equivalents that moderately resemble each other with respect to 

orthography and phonology, to words that have a completely different form in two 

languages. The stimulus materials in the three experiments were selected on the 

basis of this study.  

 

Method 

Participants. Twenty-four subjects (mean age 23.4 years, SD 2.0, 21 women, 3 

men) took part in this experiment. They were all 3rd and 4th year students of 

Radboud University Nijmegen. They all had Dutch as their native language and 

had experience with the English language for at least 8 years (mean 11.75). In 

their study, they used English almost on a daily basis for reading literature and 

surfing the Internet. They were paid for participating or received course credit. 

 

Stimulus Materials. To obtain a list of test word pairs with a variable degree of 

cross-linguistic orthographic and phonological overlap (from identity to no 

overlap whatsoever), we had participants rate a large number of English-Dutch 

word pairs that were translations of each other (e.g., bike – fiets). The translation 
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pairs to be evaluated were drawn from the Celex database  (Baayen, Piepenbrock, 

& Van Rijn, 1993). The total number of translation pairs in the database used was 

roughly 25,000. Next, only translation pairs were selected for which the English 

member consisted of 4-6 letters and its Dutch counterpart of less than 7 letters, 

and for which the two counterparts had some orthographic or phonological 

overlap. This selection resulted in a list of 1,500 candidates. 

Next, a measure of cross-linguistic orthographic similarity was computed 

for all remaining word pairs. The number of letters in corresponding positions of 

all these word pairs were counted, as well as the number of letters for which the 

position in the word had shifted one letter to the right or left. One point was given 

to every same-position letter and a half point to every moved-position letter. The 

total number of points for each word pair was then divided by the mean number of 

letters in the word pair. This resulted in an orthographic similarity score.  

All 1,500 words were then arranged from high to low orthographic 

similarity according to this score. Word pairs of which the English member had 

more than one high-frequency Dutch translation and was not a content word, were 

deleted from this list. From the remaining list, 180 word pairs were selected, 

ranging from high similarity score to low similarity score. Next, another group of 

180 control words was selected, all of which had a similarity score below 2 and 

were approximately matched in terms of word length and word frequency. By 

selecting these two groups of items varying in similarity ratings, it was ensured 

that cognate-like items did not dominate the ultimate list of 360 items.  

However, the orthographic similarity measure suffered from some 

problems. For example, a word pair, differing in length, in which only the final 

letters of both words match, would receive a relatively low similarity score, 
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though the words in the pair could actually be quite similar. An example are the 

Dutch-English translation equivalents fase and phase. Furthermore, the measure 

did not take into account the cross-linguistic overlap in semantics and phonology. 

A recomputation of the orthographic similarity score for all items using Van 

Orden’s (1987) similarity measure or the Longest Common Subsequence Ratio 

(LCSR; Melamed, 1999) would not solve these problems. We therefore resorted 

to collecting orthographic, phonological, and semantic overlap ratings from 

bilingual participants belonging to the same population for which we intended to 

conduct on-line experiments later. The selected 360 test items were distributed 

across 3 base lists of 120 Dutch-English translation pairs each. Of each base list, 

24 pseudo-randomly mixed versions were made, one for each participant.  

 

Procedure 

Participants were seated in a normally lit room at a distance of 60 cm of a 

computer screen. They rated three lists of Dutch-English item pairs for cross-

linguistic similarity by choosing a similarity rating on a 7 point rating scale. One 

list had to be rated for orthographic (O) similarity, one for semantic (S) similarity, 

and one for phonological (P) similarity. The order of S, O, and P ratings was 

counterbalanced across participants. Because every participant only rated one of 

the three lists for S, and the other lists for O and P, every word was rated for S by 

only one third of the participants (by 8 participants). The same was true for O and 

P.  Each item appearing on the computer screen was followed by 7 little circles 

that could be activated by a mouse click. Participants were instructed to click the 

leftmost circle if they thought there was no similarity at all between the words in a 

pair, and the rightmost circle if they thought there was perfect similarity between 
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the words in a pair. They were also asked to immediately write down a word if it 

was not familiar to them. Finally, the participants completed a checklist that 

measured their experience with the English language.  

 

Results 

First, the mean ratings for S, O, and P were computed for each word pair, 

using all data (see Appendix A). Next, to decide if the O rating was a reliable 

measure, the correlation was determined between the O rating and the O measure 

as computed by the formula described earlier. This correlation turned out to be 

quite high (0.96). The correlation between the O and the P ratings was of similar 

strength (0.94). Fourteen items that were marked as unfamiliar by more than one 

participant or had a mean S-rating that was lower than 6, were removed from the 

data. Due to their relatively small cross-linguistic semantic overlap, such items do 

not conform to the standard definition of cognates. For the remaining 346 items, 

there was no significant correlation between their O or P rating scores and their 

English frequency, as indicated by correlations of 0 and -0.04, respectively.  

 

Discussion 

The item set that was ultimately selected has a number of properties. The 

highly significant correlation of the ratings for cross-linguistic orthographic 

overlap and the O-measures indicates that the two measures reflect more or less 

the same dimension. The O- and P-ratings are about equally distributed over the 

whole judgment scale, suggesting that participants were able to rate the stimuli in 

a sensitive way. The O- and P-ratings also show a similar rating pattern, as 

reflected in the high correlation (r = 0.94, p < 0.001) between them. Furthermore, 
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the English frequency of the words was not correlated with their O- and P-ratings. 

This suggests participants were not influenced by the English frequency of the 

items while they were judging the orthographic or phonological similarities of the 

item pairs. In the three experiments to be described, selections of the items 

obtained in the rating task were used as stimulus materials. Note that following 

this approach, it was not a priori necessary to decide if a particular item was to be 

considered as a cognate or a non-cognate, thus avoiding artifacts in allocating 

particular items to one group or the other.  

 

Experiment 1: English Lexical Decision 

In Experiment 1, we conducted a lexical decision task involving English 

words that were translation equivalents varying on a cross-linguistic similarity 

(cognate to non-cognate) dimension. Assuming that an item will be recognized 

more easily when it has a translation equivalent that overlaps orthographically to a 

larger extent, we predict a negative linear relationship between orthographic 

overlap and RT for non-identical cognates. In other words, RTs should become 

monotonously faster if the cross-linguistic orthographic overlap of the two 

members of a translation pair increases. Depending on the bilingual word 

recognition model used for the predictions, RTs should gradually become shorter 

when similarity increases (distributed connectionist models) or gradually become 

shorter with similarity but show a steep decline going from non-identical to 

identical cognates (localist connectionist models).  

 

Method 
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Participants. Twenty-three subjects (mean age 23, SD 3.1; 20 women, 3 

men) took part in this experiment. They were drawn from the same population as 

in the rating study. They all had experience with the English language for at least 

8 years (mean 11.3). 

Stimulus Materials. A selection was made out of the 360 stimuli used in 

the rating experiment. First, all words that were either unknown to some 

participants or were rated lower than 6 on the rating scale for semantic (S) 

similarity were taken out of the stimulus list. Next, a total number of 194 stimuli 

was selected, consisting of 97 words with similarity scores above 2, and 97 words 

with similarity scores below 2 that were matched with respect to English word 

frequency as indicated by non-significant t-tests (for a list of the stimuli used in 

Experiment 1, see Appendix A). This ensured that the proportion of form-similar 

translation equivalents in the experiment remained limited. Note that only the 

English member of the word pair was presented to the participants. Next, 194 

nonwords were derived from English words that were not used in the experiment 

to equate the proportion of required yes and no responses on the task (see 

Appendix B). Finally, six dummy items were added that preceded the test items 

during trial breaks. To present every participant with a different order of items, 23 

pseudo-randomized list versions were made, with no more than four cognates, 

matched controls, or nonwords in a row.  

Procedure. All experiments were run on a Macintosh computer using 

software developed by the Technical Group of the Donders Centre for Cognition.  

Participants were seated in a normally lit room at a distance of 60 cm of a 

computer screen. They were instructed in English to push the right button of a 

button box when a presented letter string was an existing English word and the left 



 

 19 

button when it was not. Stimuli were presented in black 18-point lowercase 

Courier letters on a white background.  

At the beginning of the experiment, participants pushed a button to start a 

practice block of 18 items including cognates, non-cognates, and nonwords. 

Subsequently, the experimental items were presented in four blocks. A new trial 

started 1500 ms after the participant responded to an item, or 1500 ms after the 

maximum response time of 2 seconds was exceeded. 

 

Results 

First, we discarded the data from two participants who performed the task 

with an error rate of more than 15%. Eleven words (tenant, oath, cork, rifle, 

napkin, choir, alley, saddle, throne, tire, and treaty) elicited more than 30% errors 

and were removed. We also removed data points with RTs less than 300 ms from 

the data set. This left us with 3,747 data points. Inspection of the distribution of 

the response latencies revealed marked non-normality. A comparison of a log 

transform and an inverse transform showed that the inverse transform was most 

successful in attenuating this non-normality. We therefore opted for an inverse 

transform, RT =  -1000/RT, scaled by 1000, to avoid very small values for the 

dependent variable, and multiplied by -1 to ensure the transformed RTs and the 

original RTs are positively correlated instead of negatively correlated.  

We analyzed the response latencies with a linear mixed effects model with 

subject and word as crossed random effects (see, e.g., Bates, Maechler, & Dai, 

2007, Baayen, 2008, and Baayen, Davidson and Bates, 2008, and references cited 

there). We first fitted a model to the data, including all 3,735 data points. Next, we 

removed potentially harmful outliers (defined as data points with standardized 
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residuals exceeding 2.5 standard deviation units) from the data set (less than 3% 

of the data).  We then fitted a new model with the same predictors to this trimmed 

data set.  It is for this trimmed model that we report the parameters and their 

associated statistics. 

We first fitted a simple main effects model to the data set, with as 

predictors the Orthographic Rating, the Phonological Rating, and log transformed 

Frequency (the word’s lemma frequency as available in the CELEX lexical 

database), and random intercepts for subjects and for words.  We explored the 

predictivity of the two (highly correlated) ratings. Although both emerged with 

significant negative slopes when considered in isolation, a model including both 

selected the Orthographic Rating as significant, rejecting the Phonological Rating 

(t=-0.6).  Clearly, the Orthographic Rating is the superior predictor.  

However, a reviewer suggested to us that for words sharing exactly the 

same form in English and Dutch, an effect of phonological similarity might be 

observed. In order to test this possibility, we introduced a factor Same specifying 

whether the English and Dutch written forms are identical. The factor had the 

levels Identical Cognates and Other Words, for identical cognates and other items 

(non-identical cognates and noncognates), respectively. Furthermore, we 

orthogonalized the two ratings by regressing the phonological ratings on the 

orthographic ratings, and replacing the original phonological ratings by the 

residuals of this linear model. The residualized phonological ratings were 

positively correlated with the original ratings (r = 0.34, p < 0.0001) and can be 

interpreted as a measure of phonological similarity uncontaminated by 

orthographic similarity. In order to allow for a phonological effect specific to 
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words with the same orthographic form, we introduced an interaction of Same by 

residualized phonological rating into the model specification.   

  Table 2 summarizes the coefficients of the fixed effects of the resulting 

model, as well as their 95% Highest Posterior Density (HPD) intervals and p-

values based on 10,000 Markov Chain Monte Carlo samples of the posterior 

samples of the parameters. The standard deviation for the by-item random 

intercepts was 0.11, that for the by-subject random intercepts was 0.24, and that of 

the residual error was 0.28. Figure 2 visualizes the partial effects of Orthographic 

Similarity Rating (panel a) and (log) English Frequency (panel b). As expected, 

panel (a) shows that the effect of Orthographic Similarity for non-identical 

cognates was facilitatory and linear in nature, and also illustrates the discontinuity 

in the effect of orthographic similarity for identical cognates with average 

phonological similarity. The effect of Frequency was also facilitatory, as can be 

seen in panel (b) of Figure 2. 

-------------------------------------- 

Table 2 and Figure 2 about here 

-------------------------------------- 

Interestingly, phonological similarity revealed an additional effect, but 

only for identical cognates (sharing exactly the same spelling). As shown in panel 

(c) of Figure 2, phonological facilitation was absent for non-identical cognates, 

and increased to a 100 ms effect for identical cognates with a very high 

phonological similarity (i.e., for the item type called ‘SOP cognate’ by Dijkstra et 

al., 1999). The same effects are mirrored in the analysis of the accuracy measure 

(see Table 3), with higher accuracy replacing shorter RTs. 1 

------------------------ 
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Table 3 about here 

------------------------ 

Discussion 

The responses in English lexical decision became faster when the cross-linguistic 

orthographic similarity of the English target words with their Dutch translation 

equivalent increased. The effect was largest when items were orthographically 

identical across languages, i.e., for identical cognates. A cognate facilitation effect 

was also found when items were not completely identical across languages, 

indicating that only a partial similarity is sufficient for the cognate facilitation 

effect to arise. For identical cognates, and only for identical cognates, a large 

facilitatory effect of phonological similarity was present. This finding is in line 

with the finding of Schwartz, Kroll, and Diaz (2007, p. 120) that cognates with 

high orthographic similarity across languages were named faster when they had a 

highly similar phonological code than when they were more distinct. 

The observed effects for non-identical cognates and non-cognates were 

dependent on both cross-linguistic orthographic similarity and English word 

frequency. According to one interpretation of the shared morphological 

representation hypothesis, similarity should not play an important role as soon as 

it is above a threshold; the results are not favorable to this view. For the position 

that cognates have associatively linked form representations and (largely) shared 

semantics, the same conclusion holds: Cognate effects depended on word 

frequency, but also varied gradually with orthographic overlap, which was not 

necessarily expected.  

Connectionist models correctly predicted the dependence of cognate 

effects on both word form frequency and cross-linguistic similarity. Interestingly, 
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for words with average residualized phonological rating (0), response latencies 

were some 50 ms shorter, suggesting that there is indeed a catastrophic 

degradation in performance when going from full identity to close similarity. This 

finding can be seen as evidence supporting localist connectionist accounts of the 

cognate facilitation effect. When cross-linguistic orthographic similarity changed 

from complete identity to near-complete identity, a sharp increase in RTs was 

observed (relative to RT changes as a result of further decreases in cross-linguistic 

orthographic similarity (see Figure 2, panel a). This increase is predicted by 

localist connectionist models as a consequence of the presence of lateral inhibition 

between different representations and its absence for one, identical, representation. 

It remains to be shown that this discontinuity can also be accounted for by 

distributed connectionist models.  

Remarkably, the response to identical cognates also appeared to reflect an 

effect of phonological identity. In a localist connectionist model, the sudden 

emergence of this phonological similarity effect in identical cognates could be 

considered as a consequence of the same mechanism that operated for 

orthographic similarity, namely lateral inhibition. For matching lexical-

phonological representations, lateral inhibition would be absent; in contrast, for 

very similar phonological representations in the two languages, it would be very 

strong. Note that distributed connectionist models might expect a phonological 

similarity effect that would be more gradually dependent on phonological 

similarity. We will consider the issue of cognate representation in more detail in 

the General Discussion. 

 

The cognate facilitation effect and task demands  
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Just like interlingual homograph effects (Dijkstra, van Jaarsveld, & ten Brinke, 

1998; Dijkstra, Timmermans, & Schriefers, 2000; Dijkstra, 2005), cognate effects 

might be task dependent. Indeed, cognate inhibition effects might arise in tasks 

where two cognate representations need to be distinguished. One such task is the 

language decision task, which was used by Font (2001) in addition to lexical 

decision and progressive demasking to examine the processing of ‘neighbor 

cognates’ in French and Spanish (see Introduction). Whereas neighbor cognates 

led to facilitation in lexical decision, they showed inhibition effects in both 

languages of the French-Spanish bilinguals in language decision. The effects were 

larger for non-identical cognates with a different letter in internal relative to initial 

position of the item. 

In the present study, we tested the hypothesis of task-dependent cognate 

effects by means of three tasks. As we saw, in Experiment 1 we used lexical 

decision, which is a task where the response can benefit from the shared or linked 

cognate representation. In our next Experiment 2, we used language decision, in 

which response competition occurs precisely because the cognate representation is 

assumed to be shared or linked. In our Dutch-English language decision task, 

participants pressed one button if a presented word was Dutch and another button 

if it was English. In Experiment 3, we used a third task, progressive demasking 

(see Dufau et al., 2008, for a detailed task description and experimentation 

software). In this task, letter strings (usually words) are presented, alternated by a 

mask consisting of a checkerboard pattern. Progressively, the presentation 

duration of the letter string is prolonged and that of the mask is shortened. 

Participants press a button as soon as they recognize the word. Subsequently, they 

type in the word they have recognized. The response time in this task is standardly 
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measured from the onset of the first mask. Note that in progressive demasking (in 

contrast to lexical decision and language decision), a response can only be given 

when there is a unique identification of the target word. 

The four theoretical positions with respect to cognate representation 

discussed in the Introduction predict the following outcomes. Suppose cognates 

share a morphological representation across languages (position 1), possibly with 

a higher subjective (personal) frequency due to bilingual usage than a matched 

language-specific control word, and that they can therefore be activated more 

quickly (cf. Gollan et al., 1997; Gollan, Montoya, Cera, & Sandoval, 2008). This 

simple theoretical account would predict relatively stable cognate effects across 

various tasks, because always one and the same shared morphological 

representation is involved (see Voga & Grainger, 2007, p. 939, for a similar 

argumentation with respect to masked cognate priming across scripts). 

Alternatively, a task account could be formulated holding that, as a consequence 

of the shared representation, inhibition effects arise when the two cognate 

members must be distinguished for responding, e.g., as in language decision. 

These inhibition effects should then depend on word frequency rather than on 

cross-linguistic similarity. Note that this account does not seem to predict the 

occurrence of null-effects. In progressive demasking, for instance, the shared 

morphological representation should lead to facilitation, just as in lexical decision. 

This finding would be in line with the reported high correlations between 

progressive demasking and lexical decision (Dijkstra & Van Heuven, 1998; 

Dijkstra et al., 1999).  

A similar argumentation can be proposed for the theoretical account that 

assumes associatively linked form representations for cognates (position 2). If 
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cognates have strongly linked word form representations, frequency-dependent 

facilitation effects might be predicted for both language decision and progressive 

demasking, because each form representation of the cognate would benefit from 

the link (as in word naming). If a task account is added, one might predict 

inhibition effects for cognates in language decision on the basis of a co-activation 

of associated representations (e.g., tomato and tomaat). However, this task 

account would also lead one to expect inhibition effects for cognates in lexical 

decision and naming tasks. Instead, such tasks have shown cognate facilitation 

and not inhibition (e.g., Dijkstra et al., 1998; Schwartz & Kroll, 2006). It therefore 

appears that this account has some difficulty in explaining Font’s (2001) findings 

of inhibition in language decision.  

Because they assume differentiated representations, the connectionist 

positions (positions 3 and 4) can easily account for cognate inhibition effects by 

assuming that representations are used differently in different tasks. According to 

a distributed connectionist approach (position 3), the two representations of a 

cognate are lying closely together in multidimensional space. This should make 

them easier (faster) to locate than language-specific control words in lexical 

decision, but harder to distinguish in both language decision and progressive 

demasking.  

Finally, according to a localist connectionist approach (position 4), the co-

activation of two orthographic representations by non-identical cognates should 

lead to response facilitation in lexical decision, but to response competition in 

language decision. The underlying lexical activation patterns in the bilingual’s 

lexicon would be the same in both tasks, but the response in language decision 
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would be based on the use of competing language membership nodes, rather than 

on lexical-orthographic or semantic activation.  

In progressive demasking, the situation is more complex. On the one hand, 

lexical competition between non-identical cognate readings slows the 

identification of the input letter string. This inhibition effect becomes stronger if 

the two readings of a cognate are more orthographically similar or of higher 

frequency. On the other hand, the two readings of a cognate map onto a partially 

shared semantic representation, feeding back to orthography and leading to a 

faster response. This facilitation effect becomes stronger with more orthographic 

overlap or a higher frequency of the cognate. As a result, the combination of 

lexical inhibition and mediated semantic facilitation in progressive demasking 

may reduce or even wash out the effects of orthographic similarity on cognate 

processing. Instead, the RTs to cognates varying in cross-linguistic orthographic 

similarity are best predicted here by word frequency and semantic overlap.  

At this moment, the available evidence with respect to this last issue is 

undecisive. Font (2001) let French-Spanish bilinguals perform a progressive 

demasking task including cognates and obtained ambiguous results: Small 

inhibition effects arose for non-identical cognates that were only significant in the 

participant analysis. Lemhöfer et al. (2008) performed a large scale progressive 

demasking study with 1025 words. Among these were also identical cognates. A 

small but significant cognate facilitation effect was found.  

In the next two experiments, we will test the four accounts in a language 

decision (Experiment 2) and a progressive demasking task (Experiment 3).  

 

Experiment 2: Dutch-English Language Decision 
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Method 

Participants. Twenty-four subjects (mean age 22.4 years, SD 2.9; 17 

women, 7 men) took part in Experiment 2. The participants were from the same 

population as before. They all had Dutch as their native language and had 

experience with the English language for at least 6 years (mean 12.2 years).  

Stimulus Materials. A selection of 314 words was made from the same 

rated list of 360 words as in Experiment 1. We excluded ambiguous words that 

were not suited for language decision because they had multiple readings in both 

languages (e.g., the word form bad is ambiguous in the context of language 

decision, as it can be an English word or the Dutch word for ‘bath’).  

Procedure. Each participant saw one of four subsets of 157 English and 

157 Dutch words. Each pseudo-randomized subset was balanced with respect to 

their word frequency and cognate similarity. As in Experiment 1, the words were 

presented in black 18-point lowercase Courier letters on a white background. The 

experiment started with 14 practice trials followed by 314 trials separated into 4 

blocks. The participants were asked to decide whether the presented word is a 

Dutch word or an English word as quickly and accurately as possible, by pressing 

the right or the left button of a button box. If the item was a possible word form in 

both languages (i.e., an identical cognate), they were told to respond to the reading 

that came to mind first. Response button allocation was counter-balanced across 

participants to minimize confounding effects of hand dominance. Each participant 

only saw either the Dutch or the English reading of a given translation pair and 

responded to an equal number of Dutch and English words.  

 

Results 
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All participants responded with less than 15% error rate, and the data of no 

participants were excluded from the analysis. We excluded 11 words that elicited 

over 30% error rate (mythe, boot, jury, hel, poet, baker, teder, cool, enorm, motor, 

and tender). We further excluded data points with RTs shorter than 300 ms. This 

left us with 6,791 data points. 

As in Experiment 1, we applied an inverse transformation to RTs   

(-1000/RT) and analyzed the data by means of a linear mixed effects analysis with 

subjects and words as crossed random effects. Only data points with a correct 

response were analyzed in the RT analysis. 

In the final regression model, we included Orthographic Similarity, Dutch 

lemma Frequency, Language Membership of the target item, and Previous Trial 

RT as predictors. Log English Frequency was not significant and dropped out of 

the model. Potentially harmful outliers with standardized residuals exceeding 2.5 

standard deviations were excluded. The model is summarized and visualized in 

Table 4 and Figure 3 respectively. All p-values were supported by Markov Chain 

Monte Carlo confidence intervals sampled from the posterior distribution of the 

predictors. As can be seen in panel (a) of Figure 3, increasing cross-linguistic 

orthographic similarity significantly slowed down responses, and there was a 

disproportionally large RT increase going from nearly identical to completely 

identical cognates.2 As shown in panel (b) for reference level Dutch, faster RTs 

arose for non-identical cognates and non-cognates (but not for identical cognates) 

when Dutch word frequency increased. The panels (c) and (d) make a distinction 

between identical cognates and other items (non-identical cognates and non-

cognates) with respect to the interaction between Dutch frequency and language 

membership.  A comparison of these panels shows that the interaction between 
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Dutch frequency and target language (English or Dutch) was reversed depending 

on whether the item was an identical cognate or not.  

-------------------------------------- 

Table 4 and Figure 3 about here 

-------------------------------------- 

Discussion 

In language decision, cross-language orthographic similarity had inhibitory effects 

on RTs. Remarkably enough, the task demands imposed by language decision did 

not change the catastrophic effect of orthographic identity as compared to degrees 

of similarity. However, changing the task demands did change the directionality 

of the effects. As a comparison of Figures 2 and 3 shows, the pattern of inhibitory 

orthographic similarity effects in language decision was opposite to the 

corresponding facilitatory orthographic similarity effects witnessed in lexical 

decision (Experiment 1).  

An interesting issue is how these results came about, i.e., how the bilingual 

participants performed the Dutch-English language decision task. A first option is 

that co-activated orthographic representations of the Dutch and English readings 

of the cognates spread activation to Dutch and English language nodes. The 

participants then base their response on a read-out of the Dutch and English 

language nodes. The resulting response competition would lead to cognate 

inhibition effects depending on orthographic overlap. A second option is that the 

binary decision required for language decision was based on a Dutch-or-non-

Dutch asymmetrical language selection mechanism (rather than an English 

selection mechanism).  

Note that when the target word belonged to English but was not an 



 

 31 

identical cognate, Dutch frequency did play a prominent role, while English 

frequency was not predictive at all (panel d of Figure 3). For identical cognates, 

the higher the Dutch frequency was, the slower the response to the English 

reading became. These two findings are in line with the proposed Dutch-or-non-

Dutch language selection mechanism. Participants apparently scanned the visual 

input for divergences from Dutch orthographic patterns and rejected a word as a 

Dutch word on the basis of this scan, without accessing English phonological 

representations (there is no effect of phonological similarity) or English lexical 

representations (there is no English frequency effect). Note that the observed 

orthographic similarity effect indicates that participants could not ignore the co-

activated English cognate readings during language selection. However, when the 

word activation process and the word selection strategy pertain to subsequent 

stages in processing, there is no logical contradiction here. 

Going from nearly identical to fully identical cognates in language 

decision, a discontinuous strong increase in cognate inhibition was observed, the 

mirror image of the discontinuity characterizing lexical decision (Figure 3 panel 

a). However, unlike for lexical decision, this discontinuity was not modulated by 

phonological similarity in language decision. Nevertheless, the strong increase in 

RTs suggests that there is a fierce competition going on for identical cognates. 

This competition could be accounted for in different ways. First, the identical 

cognate may activate both the Dutch and English response, which would then 

compete (response competition, see Dijkstra, 2005). Second, if participants would 

use the Dutch-non-Dutch selection strategy, they might scan for orthographic 

deviance from Dutch (as support for the response ‘English’). Thus, they would be 

in trouble when the word would be spelled identically in both target languages. 
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The difference in frequency effects for identical and other cognates might be more 

in line with this latter view. 

We now turn to Experiment 3, focussing on how the task demands of 

progressive demasking affect the processing of cognates.  

 

Experiment 3: English Progressive Demasking 

Method 

Participants. Twenty-six subjects (mean age 23.3 years, SD 2.7; 22 

women, 4 men) of the same population as before took part in this experiment. 

They had experience with the English language for at least 8 years (mean 12.3).  

 

Stimulus Materials. A new selection was made out of the 360 stimuli used 

in the rating experiment. First, 14 words were taken out of the stimulus list 

because they were either unknown to some participants or were rated lower than 6 

on the rating scale for semantic similarity. Six further words were excluded 

because they could not be properly matched on English frequency with a control 

word. The total number of stimuli in the experiment was 320 (see Appendix C). 

One half of these had orthographic similarity ratings of 2 or higher; the other half, 

matched with respect to English word frequency, had ratings below 2. Only the 

English member of the word pair was presented to the participants.  

 

Procedure. Participants were instructed in English to press a button as 

soon as they recognized a word that slowly appeared out of a checkerboard 

pattern, and subsequently type in the word on a special typing screen that 
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appeared as soon as they pushed the button. Stimuli were presented in black 18-

point lowercase Courier letters on a white background.  

At the beginning of a trial, a masking stimulus (a checkerboard) was 

presented, alternating with a real English word. The exposure time of the mask 

decreased while the exposure time of the stimulus increased. At the start of the 

trial, the mask was exposed for 333 ms and the stimulus was exposed for 13.3 ms. 

Next, the mask was presented again, but now 13.3 ms shorter and the stimulus 

was exposed for 13.3 ms longer. This alternation of mask and target continued 

until the participant recognized the word. As soon a participant recognized the 

word, (s)he pressed a button and typed in the word they thought (s)he had seen. 

The RT was the time between the first presentation of the mask and the 

participant’s button press. The next trial started as soon as the participant pressed 

the button again, making the experiment self-paced.  

Each participant first went through a practice block of 12 items with 

cognates and non-cognates. Subsequently, the 320 experimental items were 

presented in four blocks, with a break after every 80 items. Trial order was 

different for every participant and determined by a pseudo-randomization 

procedure, with no more than four cognates or controls in a row.  

 

Results 

Participants made only few errors (3.3% of the data), where an error is defined as 

a different word being reported than was presented. For the regression analyses, 

we removed 5 outliers with RTs below 500 ms, excluded four words that induced 

more than 20% error rate (rhythm, thigh, length, and mill), and considered only 

correct responses, resulting in 7,973 data points. We log-transformed the response 



 

 34 

latencies, resulting in an approximately normal distribution of RTs. A linear 

mixed-effects analysis with crossed random effects for subject and item was fit to 

the data, using a stepwise variable selection procedure. As for Experiment 1, we 

refitted the model after removal of overly influential outliers.  The following 

variables did not reach significance as predictors (i.e., their regression weights 

were not significantly different from zero) and were therefore dropped from the 

model: Dutch frequency of the cognate, length of the English word, average rating 

of phonological overlap, and average rating of orthographic overlap. All p-values 

were supported by Markov Chain Monte Carlo confidence intervals sampled from 

the posterior distribution of the predictors, as can be seen in Table 5. Here, Trial 

denotes the trial number of a word in a subject’s stimulus list. Trial emerged with 

a significant negative coefficient, indicating that as subjects progressed through 

the experiment they responded more quickly. This probably reflects an effect of 

familiarization with the task.  

---------------------- 

Table 5 about here 

----------------------- 

The key predictors in this regression model are English Frequency and 

Semantic Similarity. Panel (a) of Figure 4 shows that across all items we did not 

obtain any orthographic similarity effect in progressive demasking and that there 

was no discontinuity of RTs between identical and non-identical cognates. 

However, panel (b) indicates the effect of English frequency was reversed for 

identical cognates and other words. Note that there was a facilitatory effect for 

identical cognates relative to other items for cognates of a low English frequency.  
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Panels (c) and (d) of Figure 4 visualize the interaction between English 

frequency and semantic similarity for identical cognates and other words. We note 

that the range of variation in semantic similarity ratings was (intentionally) small, 

between 6 and 7. The mode of the distribution of semantic similarity is at 7.  

From a comparison of the two panels, it follows that for the lower 

frequency words in our experiment, semantic similarity had a facilitatory effect.  

This effect was especially large for identical cognates. As word frequency 

increases, the effect of semantic similarity dies away.  

------------------------ 

Figure 4 about here 

------------------------ 

An analysis of the accuracy data revealed a main effect for log frequency only: 

words with greater frequency were more likely to elicit a correct response (beta = 

0.20 on the log odds scale, Z = 2.8, p < 0.01).  

 

Discussion 

In strong contrast with the RT patterns of Experiments 1 and 2, those of 

progressive demasking were not dependent on orthographic similarity ratings, but 

on English word frequency, semantic similarity ratings, and on whether the item 

was an identical cognate or not. The observed absence of an orthographic 

similarity effect for non-identical cognates in bilingual progressive demasking is 

in line with the results by Font (2001) for neighbor cognates. Font found only a 

trend (.05< p < .10) towards a facilitation effect for identical cognates and a non-

significant inhibition effect for neighbor cognates in L2 (relative to non-cognates). 

At the same time, both Lemhöfer et al. (2008) and Dijkstra et al. (1999) observed 
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significant facilitation effects for identical cognates in a progressive demasking 

task. In our study, there was no overall facilitation effect for identical cognates 

(with an orthographic rating of 7, mean RT = 1724 ms) relative to non-cognates 

(with an orthographic rating of 2 or less, mean RT = 1718 ms). However, a 

facilitation effect did arise for lower frequency identical cognates relative to other 

items (panel b of Figure 4). This finding indicates that, as might be expected, 

identical English low-frequency cognates profit more from the coactivation of 

their Dutch counterparts than high-frequency cognates do. 

The importance of precisely the factors English word frequency and 

semantic similarity would be expected if lexical competition and semantic overlap 

between the two readings of the cognate play a major role in this task situation 

(see introduction on task demands before Experiment 2). These findings cannot 

easily be reconciled with the view that cognates share a major (morphological) 

representation across languages, because that hypothesis leads us to expect a 

frequency-dependent RT effect for non-identical cognates (above a minimal 

similarity threshold) also in the progressive demasking task. However, no such 

effect (neither facilitatory or inhibitory) was observed (closer inspection did not 

even reveal such effects in individual participants). The same reasoning holds for 

the theoretical positions that the representations of the two cognate members are 

associatively linked or close attractors. These approaches might predict a 

facilitatory frequency effect, following the same theoretical reasoning as for the 

lexical decision task.  

In contrast, the combined results can be understood in terms of a 

theoretical account proposing that non-identical cognates have two different but 

overlapping orthographic representations and a (partially) shared semantic 
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representation. An increase in the orthographic similarity of the two readings of a 

cognate then leads to an increase both in lexical competition and in semantic co-

activation. Because the response in progressive demasking can only be given if 

the English representation is exactly identified, English word frequency becomes 

a major determinant of RT. In addition, even small variations in semantic 

similarity between the two cognate readings apparently already affect the speed of 

identification of the English items – recall that the amount of variation in the 

semantic ratings was deliberately limited.  

 

General Discussion 

In this paper, we investigated cognate processing using an off-line rating 

study and three on-line experiments. In the rating study, a high correlation was 

found between ratings of cross-linguistic overlap for Dutch-English translation 

equivalents in terms of orthography (O-rating) and phonology (P-rating). Thus, 

for this language combination, a word pair with a highly similar orthography 

generally also has a highly similar phonology and vice versa. Across the range of 

test items, similarity ratings were not correlated with English frequency. 

Selections of the stimulus materials of the rating study varying in cross-linguistic 

similarity were used in lexical decision (Experiment 1), language decision 

(Experiment 2), and progressive demasking (Experiment 3).  

In English lexical decision, a facilitatory effect arose that was dependent 

on the degree of orthographic overlap and on the English word frequency of the 

cognates involved. A cognate facilitation effect was found even when 

orthographic overlap was incomplete (cf. Dijkstra et al., 1999; Font, 2001; Van 

Hell & Dijkstra, 2002). In fact, even relatively little overlap between words in two 
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languages appeared to aid the recognition of these words. Word pairs like guide-

gids and rhythm-ritme (with, respectively, ratings of 3.5 and 4.0; see Appendix 

A), which are not strictly orthographic neighbors in the definition by Coltheart et 

al. (1977), were apparently sufficiently similar to elicit orthographic facilitation.  

Completely opposite results were obtained for Dutch-English language 

decision. Here, a cognate inhibition effect was found, the size of which depended 

on the orthographic similarity between the translation equivalents of the target 

item in question. Thus, cognate effects, like the effects for false friends 

(interlingual homographs and interlingual homophones) are task-dependent.  

This conclusion was confirmed for the English progressive demasking 

task, in which no clear effect of orthographic similarity between translation 

equivalents was found. Instead, a significant facilitation effect was observed for 

low-frequency identical cognates (in contrast to Dijkstra et al., 1999; Lemhöfer et 

al., 2008). These results deviate somewhat from previous studies that reported 

cognate facilitation effects irrespective of word frequency. At the same time, our 

progressive demasking experiment was sensitive to a combination of the word 

frequency of the English target item and the semantic similarity between the 

translation equivalents.  

In the following, we will first consider the cognate facilitation effects in 

English lexical decision in terms of the four theoretical positions discerned in the 

introduction, paying special attention to the localist and distributed connectionist 

models. Next, we will consider how the task-dependent effects found in all 

experiments can be accounted for.  

 

The cognate facilitation effect and cross-linguistic similarity 
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When we formulated predictions for cognate processing according to four 

theoretical positions, at least two deficiencies became evident. First, there often 

was a lack of specification that made it hard to derive exact predictions. Second, it 

appeared that in several cases, a task-specific account was missing. These aspects 

make it difficult to unambiguously confirm or reject the models.  

As an example, consider the theoretical position that cognates are 

characterized by shared morphological representations (position 1). We found 

mixed support for this view (see Table 1). For the purpose of testing, we have 

assumed that shared morphological representations are developed when bilinguals 

perceive that two word translations have a minimally similar orthographic core; in 

fact, the existence of such representations might lead to the prediction of a 

similarly sized cognate effect for identical and nearly-identical cognates, a pattern 

that was not found. However, we have not found this aspect discussed in the 

studies offering this viewpoint. Furthermore, based on this assumption, there 

should be no effect of orthographic similarity across a whole range of 

orthographical similarity of cognates. However, our data indicate that RTs for 

cognates become shorter if orthographic similarity increases.  

Further evidence against this theoretical position was collected by Voga 

and Grainger (2007), who tested Greek-French bilinguals performing a lexical 

decision task on French target words preceded by masked Greek prime words. It 

was argued that priming with cognate translations should induce a similar RT-

pattern as cross-language morphological priming if the cognate effect was indeed 

based on a shared morphological representation. However, the patterns for the two 

conditions were quite different (Experiment 1). Cognate primes produced faster 

RTs than morphological primes at both a 50 ms and a 66 ms prime duration, while 
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a significant morphological facilitation effect (relative to a control condition) 

appeared only at the 66 ms prime duration.  

From a theoretical point of view, we would like to add that the assumption 

of shared morphological representations would seem to be more appropriate for 

cognates like accomodation/accomodacion than for rhythm/ritme. The items of 

the first pair consist of two identical stem morphemes followed by a similar 

suffix, whereas those of the second pair are monomorphemic and less similar in 

their orthographic form. It does not seem attractive to assume a shared 

morphological representation for target words that are monomorphemic within a 

language and have quite diverse orthographic and phonological representations 

across languages. For instance, the monomorphemic Dutch word tomaat is a non-

identical cognate with its English counterpart tomato, but is written and 

pronounced differently and has a different plural form (tomaten vs. tomatoes).  

A second theoretical position assumes that cognates have associatively 

linked orthographic representations and semantically shared representations. This 

position could be taken to predict frequency-dependent cognate facilitation effects 

in various tasks. If the additional assumption is made that multiple 

orthographically similar words become activated on the basis of the input, the 

effects of orthographic similarity across Dutch and English could also be 

accounted for (cf. Dijkstra & Van Heuven, 2002b, p. 222). However, more 

difficult to explain by this account are the cognate facilitation effects observed by 

Voga and Grainger (2007). In their Greek (L1) – French (L2) masked priming 

task, overlap-dependent facilitation effects arose for Greek-French cognate primes 

relative to unrelated control primes (Experiments 2 and 3). It is hard to see how 

L1-L2 word associations could be directly affected by (phonological) form 
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overlap when the two languages involved are characterized by different scripts. In 

addition, a task account is badly needed to explain why lexical decision, language 

decision, and progressive demasking lead to different result patterns for 

associatively linked cognate representations.  

For cognates in the lexical decision task, both localist and distributed 

connectionist models of bilingual word recognition (positions 3 and 4) predict 

increasingly large facilitation effects with increases in cross-linguistic similarity 

of translation equivalents. However, the proposed underlying mechanisms are 

quite different (see Figure 1).  

In distributed connectionist models (position 3), word attractors lying in 

the same area of a multidimensional space set up by stimulus dimensions will 

exert a joint ‘pull’ during the word recognition process. Co-activated cognate 

readings will therefore lead to faster RTs than language-specific control words; 

this is the cognate facilitation effect. Furthermore, because the joint attractor force 

is larger the closer the two representations are, cognates with more overlap have 

faster RTs; this is the more general orthographic similarity effect. Finally, a higher 

frequency of usage might strengthen the connections between representations and 

allow faster movement through multidimensional space. (Note that according to 

unpublished data we have, the English and Dutch word frequencies of cognate 

pairs are often quite highly correlated, from .40 to .70 upwards.) 

In localist connectionist models (position 4), a processing consequence of 

an increase in cross-linguistic similarity of the cognate (e.g., tomato) is that its 

counterpart in the other language (e.g., tomaat) becomes more activated. Because 

both readings of the cognate converge at the semantic level, there is relatively 

more semantic activation in the lexicon than for non-cognates. The largest co-
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activation would be expected to arise for identical cognates. However, going from 

very similar to identical cognates, the facilitation effect on the RTs is not expected 

to increase linearly, but discontinuously, exactly as observed, because the 

accompanying lateral inhibition would drop to zero for identical cognates. This 

discontinuity effect might be expected to happen for both lexical-orthographic and 

lexical-phonological representations.  

Summarizing the results for lexical decision, it appears these are more 

completely accounted for by connectionist models. The discontinuous dependence 

on orthographic similarity and the frequency effect were best predicted by localist 

connectionist models. The assumptions of a shared morphological representation 

or linked orthographic representations do not appear to be required to account for 

the present data set.  

 

The cognate facilitation effect and task dependence 

Although they included nearly the same test stimulus materials, lexical 

decision led to different result patterns than language decision and progressive 

demasking. Theoretical approaches that offer no account of how result patterns 

change under the influence of task demands therefore have difficulty explaining 

our data. So far, task accounts are lacking for the positions assuming 

morphologically shared or lexically linked representations and for distributed 

connectionist models. Only the localist connectionist approach, as implemented in 

the BIA / BIA+ models, has proposed both a processing and a task account 

(Dijkstra & Van Heuven, 2002a). We will now apply this account to the different 

result patterns of the three tasks in our study.  
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In terms of processing, an input letter string activates both readings of the 

cognate to an extent that depends on their frequency and their similarity to the 

input (see Figure 1). Both activated representations then feed activation forward to 

a (partially) shared semantic representation, which, in the next step, feeds 

activation back to both orthographic representations. For instance, when the 

English word tomato is presented to a Dutch-English bilingual, it activates the 

orthographic representation of tomato to an extent that depends on its L2-

frequency of usage. In addition, it activates the orthographic representations of all 

words in the two languages of the bilingual that overlap significantly with the 

input. One of these is the Dutch word tomaat. The activation of this item depends 

on the size of its partial overlap with the target and its L1-frequency. Next, 

because they are translation equivalents, both tomato and tomaat activate their 

associated meaning representation, which is shared by tomato and tomaat. This 

semantic representation then feeds back activation to the orthographic level, 

strengthening both tomato and tomaat (Pecher, 2001). This feedback account is 

also consistent with Voga and Grainger’s (2007) findings of cognate facilitation 

effects across different scripts (Greek and Latin) in lexical decision involving 

masked cross-linguistic priming.  

According to this account, the similarity-dependent cognate facilitation 

effect in lexical decision depends on (the combined effect of) two factors. First, as 

a consequence of orthographic and semantic overlap, more semantic activation 

will arise for cognates than for non-cognates. Second, the two cognate readings 

together may induce more global activation in the lexicon than other similar words 

(such as neighbors) do.  
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This processing and task account for lexical decision can be applied to 

language decision as well if we assume that the participants’ response is instead 

based on the relative activation of the two language nodes. A larger orthographic 

overlap of cognate readings will not only lead to a larger co-activation of the non-

target orthographic representation, but also of the non-target language node. This 

increases response competition in language decision and causes a larger cognate 

inhibition effect. As an alternative, an asymmetric (e.g., Dutch-non-Dutch) 

language selection strategy could be considered, in which the participants perform 

the language decision task with one language as target.   

Importantly, the observed cross-linguistic similarity effects for cognates in 

language decision were also discontinuous in nature, with an abrupt increase in 

RT going from near-identical to identical cognates. In the present account, this 

directly follows from the fact that the underlying mechanism (but not the task 

requirements) is the same for both tasks: the competition between two lexical 

representations that are co-activated on the basis of the input. Indeed, the Pearson 

correlation between the responses to the same 92 English items in lexical decision 

and language decision was -.284 (p<.006), in spite of all the differences between 

the two tasks (in terms of participants, response hand allocation, presence of 

nonwords or Dutch words, etcetera).  

The discontinuity effect for identical cognates was found not only in 

lexical decision and language decision, but also in progressive demasking 

(Experiment 3). So far, few other studies have systematically varied word form 

similarity in cognates across a larger range. In recent eye-tracking work, Duyck 

and colleagues (Duyck et al., 2007) reported a linear effect of cognate similarity 

for cognates in sentence context; they did not note a discontinuity effect between 
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identical and orthographically very similar cognates. However, a limited number 

of cognates was involved in their study and the RT-difference between identical 

and non-identical cognates was not the direct focus of their research.  

The orthographic similarity effects for non-identical cognates observed in 

lexical decision and language decision were absent in progressive demasking. 

Note that lexical decision and progressive demasking differ in their task demands. 

In lexical decision, participants may use global activation in the lexicon to 

perform their task. In contrast, in progressive demasking, participants must 

precisely identify the right word for report and suppress any competing words 

activated by the input. One might therefore expect frequency-dependent inhibition 

effects for non-identical cognates here. In contrast, semantic overlap should 

facilitate the recognition of such cognates, because the non-target cognate reading 

would co-activate the shared semantic representation. As a consequence, a 

cognate similarity effect for non-identical cognates might be absent in progressive 

demasking because the lexical-orthographic competition effects and the semantic 

co-activation effects cancel each other. This argument is in line with the finding in 

Experiment 3 that English word frequency and semantic overlap are important 

determinants of the RT.  

In sum, a localist connectionist model like BIA+ provides both a detailed 

processing account and a task account for cognate processing in which the results 

of the three experiments of this study can be interpreted quite well. Task accounts 

for other approaches to cognate processing, such as the distributed connectionist 

approach, are eagerly awaited for. 
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To conclude, our study has led to several conclusions about cognate 

processing and representation in bilinguals. First, facilitatory cognate effects were 

obtained in L2 lexical decision and inhibitory effects in L1-L2 language decision. 

Both types of effects increased linearly with an increasing degree of orthographic 

form overlap between the two readings of a non-identical cognate.  

Second, in lexical decision and language decision, a discontinuous 

transition in RTs was observed between identical and nearly identical cognates, 

which appears to be more in favor of a localist connectionist type of model than of 

a distributed model.  

Third, to account for our findings, the assumptions of a ‘special’ 

morphological or linked lexical representation for cognates are not required. The 

findings of lexical decision and language decision can be explained by assuming 

that (1) form overlap between the two readings of the cognates leads to a 

frequency-dependent parallel activation of these readings, and (2) both form 

representations activate a (largely) shared semantic representation and separate 

language membership nodes. The findings of progressive demasking can be 

explained within the same orthographic-semantic network account when task-

specific processing assumptions are added.  

Finally, there is a strong effect of task demands on cognate processing. 

Lexical decision, language decision, and progressive demasking are all performed 

in their own way. Although more research is needed to find out the exact nature of 

the demands posed by various tasks, the present study shows that the different 

results they produce may be informative with respect to the underlying 

representation of cognates.  
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Footnotes 

Footnote 1. Very similar results are obtained when the orthographic rating is 

dichotomized into high (>2) and low (<=2), although in general 

dichotomization is not advisable (see, e.g., Cohen, 1983, MacCallum et al., 

2002).  

Footnote 2. As in Experiment 1, we confirmed that a model with orthographic 

similarity is superior to a model with the cognate (orthographic rating > 2) 

vs. non-cognate (orthographic rating <= 2) dichotomy in the language 

decision. The use of a gradient scale improves the AIC value from 4,831 to 

4,747. A likelihood ratio test informally suggests that the difference in 

goodness of fit is significant (χ2(1)=52.35, p < 0.0001). 
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Figure Captions 

 

Figure 1 a-d: Graphical illustration of four theoretical positions on cognate 

representation. Input is the Dutch word tomaat, meaning ‘tomato’ in English. 

Dutch is assumed to be L1 and English is L2. Panel a: Shared morphological 

representation; panel b: Associatively linked orthographic representations; panel 

c: Distributed connectionist representations; panel d: Localist connectionist 

representations. To facilitate the comparison of the four models, the models are 

simplified. Shared sublexical representations (in terms of graphemes or 

phonemes) are not indicated. In addition, linked lexical and sublexical 

phonological representations have been omitted.  

 

Figure 2. Experiment 1 (English lexical decision). Effects of orthographic 

similarity (panel a), English word frequency (panel b), and (residualized) 

phonological similarity in interaction with the identity factor Same (panel c), for 

lexical decision latencies.  Panel (a) illustrates the discontinuity for identical 

cognates for words with mean (residualized) phonological similarity rating. For 

data, see Table 3.  

 

Figure 3. Experiment 2 (Dutch-English language decision). Effects of 

orthographic similarity (panel a) and Dutch word frequency, modulated by the 

(non-)identity of the target word (panel b), for language decision latencies. Panel 

(c) splits up the data for identical cognates, panel (d) for other words (non-

identical cognates and non-cognates). Panel (a) illustrates the discontinuity for 

identical cognates.  
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Figure 4. Experiment 3 (progressive demasking). Non-significant effect of 

orthographic similarity (panel a), the interaction of English log frequency and the 

cognate identity Same (panel b), and the interaction of English log frequency and 

semantic similarity (panels c and d) for progressive demasking latencies. Panel (c) 

presents these data for identical cognates only, panel (d) for other words (non-

identical cognates and non-cognates) only. 
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Table 1.  The predictions of four theoretical positions on cognate representation for three 

experimental tasks and the empirical data from this study. 

Theoretical approach Lexical decision   
(Exp. 1) 

Language decision 
(Exp. 2) 

Progressive demasking 
(Exp. 3) 

a. Shared morphological 
representation 

Facilitation 
depending on word 

frequency 

Facilitation (without a 
task account) or 

Inhibition (assuming a 
task account) 

Facilitation depending on 
word frequency  

b. Linked O representations Facilitation 
depending on word 

frequency  

Facilitation depending 
on word frequency 

(without a task account) 

Facilitation depending on 
word frequency 

c. Distributed connectionist Facilitation 
depending on O 

similarity and word 
frequency 

Inhibition depending on 
O similarity and word 
frequency (assuming a 

task account) 

Inhibition depending on 
O similarity and word 

frequency 

d. Localist connectionist Facilitation 
depending on O 

similarity and word 
frequency  

Inhibition depending on 
O similarity  

O similarity effect is 
canceled out 

Frequency effect  

Empirical Findings Facilitation 
depending on O 

similarity and word 
frequency 

Inhibition depending on 
O similarity   

Null-effect for O 
similarity 

Frequency effect 
Semantic overlap effect 

 

Legend. O stands for Orthographic. To facilitate model comparisons, sublexical and phonological 

aspects have been left out. Predictions might change depending on added (task) assumptions.  
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Table 2. Coefficients of Orthographic Rating, English Frequency, Phonological Rating, Same 

written form (reference level: Other Words) and the interaction of (orthogonalized) Phonological 

Rating by Same, in the regression model for the response latencies in Experiment 1 (lexical 

decision), together with the lower and upper bounds of the corresponding Highest Posterior 

Density credible intervals, and p values based on 10,000 Markov Chain Monte Carlo samples of  

the posterior distributions of the parameters. 

 
 Estimate MCMCmean HPD95lower HPD95upper pMCMC 

(Intercept) -1.524 -1.5206 -1.6309 -1.4069 0.0001 

PrevRT 0.0752 0.0779 0.0513 0.1033 0.0001 

O Rating -0.0103 -0.0103 -0.0206 -0.0001 0.0492 

Log English Frequency -0.0533 -0.0532 -0.0694 -0.0373 0.0001 

Same (Identical Cognates) -0.1297 -0.1300 -0.2051 -0.0509 0.0008 

P Rating residual 0.0024 0.0025 -0.0229 0.0281 0.8432 

Same (Identical Cognates)  

by P Rating residual -0.1032 -0.1036 -0.1906 -0.0143 0.0210 
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Table 3. Coefficients (on logit scale) of the logistic regression model for the 

accuracy data of Experiment 1 (lexical decision). Higher coefficients indicate 

greater probabilities for correct responses. 

 
 Estimate  Std. Error  z value  p value  

(Intercept) 0.1042  0.4509  0.231     0.8173   

O Rating 0.2091  0.0756  2.764     0.0057  

Log English Frequency 0.8500     0.1184    7.179  < 0.0001 

Same (Identical Cognates) 2.6796  1.7532  1.528  0.1264  

P Rating -0.2388 0.1960   -1.218  0.2230 

Same (Identical Cognates)  

by P Rating 

2.9342     1.6498   1.779   0.0753 
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Table 4. The regression model for Experiment 2 (language decision): coefficients, lower and 

upper boundary of the 95% Highest Posterior Density (HPD) credible interval, and the 

corresponding p-value, based on 10,000 Markov Chain Monte Carlo (MCMC) samples from the 

posterior distributions of the parameters. 

 

 Estimate MCMCmean HPD95lower HPD95upper pMCMC 

(Intercept) -1.1987 -1.1993 -1.3262 -1.0793 0.0001 

PrevRT 0.1933 0.1933 0.1704 0.2157 0.0001 

O Rating 0.0066 0.0066 0.0006 0.0126 0.0308 

Same (Identical Cognates) -0.1803 -0.1805 -0.4248 0.0529 0.1424 

Target Language (English) -0.3868 -0.3857 -0.5069 -0.2633 0.0001 

Log Dutch Frequency -0.0429 -0.0428 -0.0547 -0.0309 0.0001 

Same (Identical Cognates)  

by Dutch Frequency 0.0413 0.0413 0.0097 0.0730 0.0100 

Target Language (English) 

by Dutch Frequency 0.0500 0.0499 0.0342 0.0657 0.0001 
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Table 5. Coefficients for the mixed-effects regression model for the response 

latencies in progressive demasking (Experiment 3): coefficients, lower and upper 

boundary of the 95% Highest Posterior Density (HPD) credible interval, and the 

corresponding p-value, based on 10,000 Markov Chain Monte Carlo (MCMC) 

samples from the posterior distribution of the parameters.  

 Estimate MCMCmean HPD95lower HPD95upper pMCMC 

(Intercept) 8.2006 8.1939 7.4099 9.0245 0.0001 

PrevRT 0.1162 0.1162 0.0968 0.1367 0.0001 

TrialNo -0.0004 -0.0004 -0.0004 -0.0003 0.0001 

Semantic Similarity -0.2362 -0.2351 -0.3494 -0.1207 0.0001 

Log English Frequency -0.3241 -0.3224 -0.5344 -0.1101 0.0034 

Same (Other Words) 0.1321 0.1319 0.0282 0.2316 0.0124 

Semantic Similarity by 

Log English Frequency 0.0481 0.0479 0.0162 0.0779 0.0024 

Log English Frequency by 

Same (Other Words) -0.0311 -0.0311 -0.0555 -0.0054 0.0172 
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Appendix A 
 

 

Stimuli and ratings Experiment 1 (lexical decision) and Experiment 2 (language 

decision) in order of O-rating. 

 

Legend:  

Ratings were collected for English and Dutch translation pairs that were test or 

control items. Abbreviations for test words: Test English = English orthographic 

word form, Test Dutch = Dutch orthographic word form, Eng freq test = English 

word frequency of test item, O-rating = mean orthographic rating, P-rating = mean 

phonological rating, MeanOP = mean of O and P rating per stimulus word. The 

same organization holds for the matched control items, referred to as ‘con’. Items 

marked with * were replaced by new items for Experiment 2 (button – knoop, 

food – eten, attack – aanval, free – vrij, painting – schilderij, game – spel, cow – 

koe, stomach – maag, bird – vogel, message – bericht, flower – bloem, pencil – 

potlood, mirror – spiegel, fox – vos). 

 
 

Test 
English 

Test 
Dutch 

Eng 
freq test 

O-rating 
test 

P-rating 
test 

MeanOP 
test 

Con 
Eng 

Con 
Dutch 

Eng freq 
con 

O-rating 
con 

P-rating 
con 

MeanO
P con 

colour kleur 85 2.00 3.000 2.50 soft zacht 82 1.50 2.250 2.25 

degree graad 100 2.13 1.375 1.75 army leger 113 1.00 1.000 1.00 

salt zout 44 2.13 3.125 2.63 knife mes 38 1.00 1.000 1.00 

thumb duim 24 2.13 2.875 2.50 cave grot 29 1.13 1.125 1.13 

south zuid 126 2.25 3.125 2.69 *port *haven 26 1.00 1.000 1.00 

thirst dorst 6 2.25 3.125 2.69 spark vonk 5 1.38 1.125 1.13 

lion leeuw 16 2.38 3.125 2.75 throat keel 46 1.00 1.000 1.00 

heaven hemel 97 2.63 2.250 2.44 watch horloge 110 1.00 1.000 1.00 

core kern 17 2.63 2.875 2.75 eagle arend 8 1.88 1.375 1.38 

screen scherm 30 2.75 2.125 2.44 cattle vee 34 1.00 1.125 1.13 

flood vloed 14 2.75 5.125 3.94 thigh dij 14 1.88 3.125 3.13 

love liefde 367 2.88 2.250 2.56 case geval 376 1.00 1.000 1.00 
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hour uur 162 2.88 3.750 3.31 story verhaal 166 1.00 1.000 1.00 

seed zaad 28 2.88 3.875 3.38 joke grap 33 1.00 1.125 1.13 

oath eed 6 2.88 2.125 2.50 herb kruid 5 1.25 1.000 1.125 

rich rijk 124 3.00 3.500 3.25 garden tuin 117 1.13 1.000 1.00 

grey grijs 86 3.00 2.875 2.94 shop winkel 86 1.13 1.000 1.00 

thin dun 78 3.00 2.750 2.88 design ontwerp 81 1.13 1.000 1.00 

youth jeugd 64 3.00 3.125 3.06 hole gat 59 1.00 1.000 1.00 

soap zeep 20 3.00 4.125 3.56 rail spoor 19 1.00 1.000 1.00 

foot voet 104 3.13 5.750 4.44 piece stuk 115 1.00 1.125 1.13 

cellar kelder 11 3.13 3.125 3.13 bucket emmer 14 1.25 1.000 1.00 

needle naald 10 3.13 3.250 3.19 donkey ezel 10 1.00 1.000 1.00 

thorn doorn 5 3.13 4.125 3.63 pigeon duif 4 1.00 1.125 1.13 

nose neus 73 3.25 4.750 4.00 favour gunst 67 1.00 1.125 1.13 

honey honing 21 3.25 4.250 3.75 dirt vuil 21 1.00 1.125 1.13 

fist vuist 19 3.38 3.750 3.56 acid zuur 22 1.00 1.000 1.00 

mill molen 10 3.38 2.375 2.88 boot laars 10 1.63 1.000 1.00 

strong sterk 170 3.50 2.500 3.00 *fear *angst 167 1.50 1.000 1.00 

sugar suiker 56 3.50 3.500 3.50 crowd menigte 51 1.00 1.000 1.00 

guide gids 40 3.50 2.250 2.88 gate poort 51 1.00 1.500 1.50 

mouse muis 9 3.50 4.500 4.00 tenant huurder 7 1.00 1.250 1.25 

month maand 90 3.63 3.250 3.44 *desk *bureau 87 1.00 1.000 1.00 

tower toren 49 3.63 3.000 3.31 engine motor 44 1.00 1.000 1.00 

anchor anker 5 3.63 4.375 4.00 orphan wees 3 1.00 1.000 1.00 

cork kurk 4 3.63 4.375 4.00 glue lijm 3 1.38 1.125 1.25 

death dood 235 3.75 3.750 3.75 voice stem 244 1.25 1.000 1.00 

chance kans 149 3.75 3.500 3.63 fire vuur 161 1.50 2.875 2.88 

rain regen 74 3.75 2.875 3.31 angry boos 68 1.00 1.000 1.00 

luck geluk 46 3.75 3.750 3.75 duke hertog 39 1.00 1.000 1.00 

card kaart 45 3.75 4.375 4.06 limit grens 38 1.25 1.000 1.00 

devil duivel 27 3.75 4.625 4.19 farmer boer 33 1.13 1.125 1.13 

saddle zadel 9 3.75 4.250 4.00 arrow pijl 8 1.00 1.000 1.00 

head hoofd 454 3.88 2.625 3.25 room kamer 481 1.13 1.000 1.00 

king koning 93 3.88 3.000 3.44 *fast *snel 104 1.13 1.250 1.25 

tooth tand 13 3.88 2.875 1.06 poem gedicht 14 1.00 1.125 1.13 

breast borst 46 4.00 3.375 3.69 smooth glad 38 1.00 1.125 1.13 

rhythm ritme 20 4.00 4.250 4.13 *angle *hoek 21 1.00 1.000 1.00 

short kort 196 4.13 4.750 4.44 wife vrouw 218 1.63 1.125 1.13 

summer zomer 124 4.13 5.000 4.56 animal dier 120 1.00 1.000 1.00 

cool koel 57 4.13 6.250 5.19 faith geloof 51 1.00 1.000 1.00 

wheel wiel 28 4.13 6.875 5.50 muscle spier 33 1.00 1.000 1.00 

price prijs 92 4.25 5.375 4.81 choice keuze 102 1.75 1.125 1.13 

sword zwaard 14 4.25 3.125 3.69 treaty verdrag 16 1.00 1.000 1.00 
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choir koor 7 4.25 4.375 4.31 swamp moeras 5 1.00 1.125 1.06 

east oost 92 4.38 4.375 4.38 member lid 94 1.00 1.000 1.00 

kiss kus 29 4.38 4.625 4.50 song lied 33 1.38 1.125 1.13 

shoe schoen 15 4.38 4.000 4.19 poet dichter 17 1.00 1.000 1.00 

breeze bries 11 4.38 5.750 5.06 lazy lui 12 1.38 2.250 1.82 

cord koord 8 4.38 6.375 5.38 granny oma 7 1.00 1.000 1.00 

coffee koffie 92 4.50 6.750 5.63 peace vrede 92 1.13 1.000 1.00 

pain pijn 78 4.50 5.375 4.94 *tree *boom 77 1.13 1.000 1.00 

snow sneeuw 59 4.50 4.125 4.31 branch tak 56 1.13 1.625 1.63 

crown kroon 23 4.50 4.750 4.63 *mail *post 26 1.13 1.000 1.00 

bride bruid 11 4.50 4.375 4.44 spoon lepel 12 1.00 1.000 1.00 

deaf doof 10 4.50 4.750 4.63 duck eend 8 1.00 1.000 1.00 

jewel juweel 3 4.50 4.375 4.44 itch jeuk 1 1.00 1.000 1.00 

palace paleis 44 4.63 5.000 4.81 virgin maagd 19 1.00 1.000 1.00 

throne troon 10 4.63 5.750 5.19 sleeve mouw 10 1.00 1.125 1.06 

pearl parel 5 4.63 3.500 4.06 monkey aap 4 1.00 1.250 1.13 

year jaar 477 4.75 4.125 4.44 small klein 537 1.13 1.000 1.00 

point punt 366 4.75 4.625 4.69 large groot 373 1.00 1.000 1.00 

gold goud 92 4.75 2.875 3.81 demand eis 95 1.00 1.125 1.13 

stone steen 90 4.75 4.375 4.56 bottle fles 88 1.00 1.000 1.00 

unit eenheid 63 4.75 1.375 3.06 judge rechter 58 1.00 1.000 1.00 

thief dief 6 4.75 5.000 4.88 napkin servet 5 1.13 1.00 1.07 

thick dik 69 4.88 5.000 1.19 noise lawaai 63 1.13 1.250 1.25 

moon maan 55 4.88 4.375 4.63 enemy vijand 53 1.00 1.000 1.00 

pure puur 46 4.88 5.250 5.06 guilt schuld 39 1.25 2.750 2.75 

tongue tong 35 4.88 5.625 5.25 dull saai 43 1.00 1.000 1.00 

bath bad 8 4.88 5.125 5.00 candy snoep 7 1.00 1.000 1.00 

hope hoop 178 5.00 6.500 5.75 road weg 212 1.25 1.000 1.00 

circle cirkel 49 5.00 5.500 5.25 paint verf 41 1.00 1.000 1.00 

advice advies 72 5.13 5.000 5.06 shape vorm 66 1.00 1.000 1.00 

prince prins 34 5.13 6.750 5.94 target doel 35 1.13 1.000 1.00 

grave graf 32 5.13 3.625 4.38 chain keten 34 1.63 2.500 2.07 

banana banaan 4 5.13 5.000 5.06 carrot wortel 3 1.13 1.125 1.13 

wound wond 24 5.25 5.250 5.25 *movie *film 31 1.13 1.000 1.00 

guitar gitaar 6 5.25 5.125 5.19 bullet kogel 5 1.00 1.125 1.06 

total totaal 140 5.38 5.750 5.56 doubt twijfel 154 1.13 1.000 1.00 

valley vallei 51 5.38 4.625 5.00 silly dom 45 1.00 1.125 1.13 

melon meloen 2 5.38 4.500 4.94 bird vogel 44 1.00 1.000 1.00 

light licht 303 5.50 4.500 5.00 mind geest 351 1.00 1.000 1.00 

street straat 264 5.50 4.500 5.00 body lichaam 308 1.00 1.000 1.00 

book boek 254 5.50 6.750 6.13 office kantoor 255 1.00 1.000 1.00 

green groen 155 5.50 3.875 4.69 church kerk 163 1.50 1.500 1.50 
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train trein 77 5.50 5.000 5.25 danger gevaar 76 1.50 1.000 1.00 

ship schip 46 5.50 5.125 5.31 *plate *bord 39 1.00 1.375 1.38 

soup soep 21 5.50 6.500 6.00 error fout 21 1.25 1.000 1.00 

domain domein 12 5.50 5.750 5.63 bull stier 14 1.00 1.125 1.06 

angel engel 11 5.50 4.625 5.06 rumor gerucht 11 1.38 1.250 1.32 

tomato tomaat 7 5.50 4.250 4.88 knight ridder 6 1.13 1.125 1.13 

idea idee 261 5.63 4.500 5.06 girl meisje 287 1.00 1.000 1.00 

leader leider 69 5.63 4.625 5.13 uncle oom 62 1.00 1.500 1.50 

length lengte 69 5.63 4.875 5.25 *beach *strand 63 1.00 1.125 1.13 

mask masker 14 5.63 3.876 4.75 screw schroef 15 1.88 2.250 2.07 

hell hel 97 5.75 7.000 6.38 huge enorm 112 1.00 1.000 1.00 

clock klok 37 5.75 6.875 6.31 skirt rok 21 1.13 1.125 1.13 

logic logica 23 5.75 4.500 5.13 *burden *last 28 1.00 1.000 1.00 

baker bakker 16 5.75 4.625 5.19 rifle geweer 17 1.00 1.125 1.13 

idiot idioot 10 5.75 5.000 5.38 alley steeg 10 1.13 1.000 1.06 

bamboo bamboe 6 5.75 5.750 5.75 *tire *band 4 1.00 1.000 1.00 

sock sok 3 5.75 6.750 6.25 bright helder 2 1.00 1.250 1.13 

doctor dokter 136 5.88 6.000 5.94 heavy zwaar 138 1.25 1.000 1.00 

hunger honger 25 5.88 5.000 5.44 proof bewijs 32 1.00 1.000 1.00 

warmth warmte 24 5.88 4.875 5.38 cheese kaas 29 1.88 2.125 2.13 

beard baard 23 5.88 5.125 5.50 debt schuld 26 1.25 1.000 1.00 

myth mythe 20 5.88 4.250 5.06 *roof *dak 49 1.00 1.125 1.06 

tender teder 20 5.88 3.375 4.63 silk zijde 26 1.00 2.125 1.56 

fatal fataal 16 5.88 5.000 5.44 cage kooi 13 1.63 2.375 2.00 

lamb lam 16 5.88 4.500 5.19 regret spijt 19 1.13 1.125 1.13 

glass glas 132 6.00 5.625 5.81 sure zeker 292 1.13 1.750 1.75 

milk melk 109 6.00 4.625 5.31 window raam 116 1.00 1.125 1.13 

ball bal 97 6.00 6.000 6.00 sign teken 106 1.13 1.000 1.00 

metal metaal 47 6.00 4.875 5.44 rent huur 40 1.00 1.000 1.00 

debate debat 43 6.00 4.750 5.38 rabbit konijn 11 1.25 1.000 1.13 

pill pil 15 6.00 6.750 6.38 pants broek 17 1.00 1.000 1.00 

mass massa 7 6.13 4.875 5.50 cherry kers 6 1.25 2.000 1.63 

jury jury 30 6.88 5.750 6.31 wing vleugel 33 1.00 1.250 1.25 

water water 452 7.00 6.125 6.56 face gezicht 472 1.00 1.125 1.13 

school school 368 7.00 5.625 6.31 money geld 390 1.00 1.000 1.00 

moment moment 319 7.00 6.000 6.50 woman vrouw 351 1.63 1.125 1.13 

hard hard 271 7.00 6.375 6.69 power macht 331 1.38 1.000 1.00 

wind wind 139 7.00 6.625 6.81 wall muur 139 1.00 1.125 1.13 

hotel hotel 127 7.00 6.875 6.94 cause oorzaak 127 1.00 1.000 1.00 

plan plan 103 7.00 6.125 6.56 chair stoel 114 1.00 1.250 1.25 

wild wild 91 7.00 5.500 6.25 horse paard 89 1.13 1.125 1.13 

type type 85 7.00 5.125 6.06 empty leeg 86 1.00 1.000 1.00 
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winter winter 83 7.00 7.000 7.00 loss verlies 82 1.75 1.375 1.38 

plant plant 75 7.00 6.250 6.63 duty plicht 68 1.00 1.000 1.00 

ring ring 66 7.00 6.750 6.88 pocket zak 59 1.00 1.250 1.25 

fruit fruit 60 7.00 5.500 6.25 coat jas 57 1.00 1.000 1.00 

crisis crisis 59 7.00 5.500 6.25 vote stem 55 1.00 1.125 1.13 

model model 54 7.00 5.750 6.38 crime misdaad 49 1.00 1.000 1.00 

detail detail 49 7.00 5.750 6.38 mirror spiegel 43 1.00 1.000 1.00 

storm storm 31 7.00 7.000 7.00 fate noodlot 35 1.00 1.000 1.00 

sport sport 31 7.00 6.500 6.75 autumn herfst 35 1.00 1.125 1.13 

mild mild 26 7.00 6.000 6.50 crazy gek 33 1.00 1.000 1.00 

code code 25 7.00 6.000 6.50 ease gemak 32 1.00 1.000 1.00 

alarm alarm 24 7.00 7.000 7.00 trace spoor 28 1.25 1.125 1.13 

lamp lamp 23 7.00 5.625 6.31 fever koorts 27 1.00 1.000 1.00 

drama drama 22 7.00 6.250 6.63 juice sap 22 1.13 1.000 1.00 

tennis tennis 22 7.00 6.875 6.94 ugly lelijk 25 1.00 1.125 1.13 

oven oven 19 7.00 6.125 6.56 voyage reis 9 1.00 1.000 1.00 

chaos chaos 16 7.00 5.125 6.06 tale verhaal 17 1.13 1.125 1.13 

circus circus 15 7.00 6.875 6.94 witch heks 16 1.25 1.500 1.50 

nest nest 14 7.00 7.000 7.00 mercy genade 16 1.00 1.000 1.00 

echo echo 12 7.00 6.250 6.63 pillow kussen 14 1.00 1.000 1.00 

menu menu 8 7.00 5.875 6.44 *coin *munt 7 1.38 1.125 1.25 
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Appendix B 
 
Nonwords used in Experiment 1. 
 
The length distribution of nonwords (in terms of number of letters) was matched 
to that for the words in the experiment.  
 

 
ailly erag larcer quirl wino 
anee erply lardy rach worso 
arbone falt lasp rarp wour 
aread falter ligit rastid yeave 
aress fanch lind reace zape 
arew feak liss rilk zeam 
ascone feash lobber roth zerb 
atlock fige lunny rouce zine 
attong fince lurp rounty  
aunk flot marm russ  
aurs flude merb rutor  
bage foat mider sancor  
bagey fourdy mird scred  
bala frinth moner scruge  
balf fure monted serb  
beace gane moughy shaune  
beasel gatty mutty slacer  
blardy gine namp sleak  
blee gliner neavel snally  
bolar glush nerge soff  
broach gole nome sord  
brolan gramp norry stace  
brouth guassy noughy sweelt  
cairy guine nunk swood  
caiver hamp nute taisty  
cathe hanty orake tana  
chidar harvor orank tark  
chird hease orfite teddal  
cleack herm orier ther  
coad hoad orim tiper  
cout houch orling torber  
crame hube ounk trach  
croove ineer ouss trouse  
dafe inger pape trypel  
dard inler paunty tung  
dasty jadge pend twirt  
daulty jard phonk varb  
delt jeam pinour vastor  
dolo jero pladge veedy  
donlar jollar plute vennor  
drick jural poad vindor  
droope jurge poom vira  
drucee keltay prista viver  
duddy kide prount voin  
earry kile pube vome  
eleat kindy purcer wark  
elinge kiner purry watted  
elit kirth queelt wetty  
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Appendix C 
 

Stimuli Experiment 3 (progressive demasking) in order of English word frequency 
 

Frequencies are English word frequencies drawn from the Celex database 
(Baayen, Piepenbrock, & Van Rijn, 1993). Items followed by * are dummy items. 
 

 
Test Eng Test Dutch  Efreq test Econ  Dcon  Efreq con 

melon meloen 2 bright helder 2 

jewel juweel 3 monkey aap 4 

sock sok 3 carrot wortel 3 

cork kurk 4 orphan wees 3 

banana banaan 4 tire band 4 

thorn doorn 5 pigeon duif 4 

pearl parel 5 napkin servet 5 

thirst dorst 6 eagle arend 8 

oath eed 6 spark vonk 5 

thief dief 6 swamp moeras 5 

bamboo bamboe 6 bullet kogel 5 

choir koor 7 candy snoep 7 

tomato tomaat 7 knight ridder 6 

mass massa 7 rabbit konijn 11 

cord koord 8 duck eend 8 

menu menu 8 voyage reis 9 

saddle zadel 9 arrow pijl 8 

needle naald 10 donkey ezel 10 

throne troon 10 sleeve mouw 10 

idiot idioot 10 alley steeg 10 

deaf doof 10 coin munt 7 

bride bruid 11 spoon lepel 12 

breeze bries 11 bucket emmer 14 

angel engel 11 rumor gerucht 11 

domain domein 12 tenant huurder 7 

tooth tand 13 poem gedicht 14 

mask masker 14 bull stier 14 

nest nest 14 pillow kussen 14 

shoe schoen 15 poet dichter 17 

circus circus 15 mercy genade 16 

lamb lam 16 rifle geweer 17 

baker bakker 16 treaty verdrag 16 



 

 78 

chaos chaos 16 witch heks 16 

core * kern 17 knife * mes 38 

fist vuist 19 rail spoor 19 

oven oven 19 tale verhaal 17 

soap zeep 20 dirt vuil 21 

rhythm ritme 20 virgin maagd 19 

myth mythe 20 regret spijt 19 

honey honing 21 acid zuur 22 

soup soep 21 error fout 21 

tennis tennis 22 juice sap 22 

crown kroon 23 angle hoek 21 

beard baard 23 skirt rok 21 

thumb duim 24 port haven 26 

hunger honger 25 debt schuld 26 

code code 25 ugly lelijk 25 

mild mild 26 fever koorts 27 

seed zaad 28 cave grot 29 

wheel wiel 28 song lied 33 

kiss kus 29 mail post 26 

screen scherm 30 joke grap 33 

storm storm 31 ease gemak 32 

sport sport 31 crazy gek 33 

grave graf 32 proof bewijs 32 

prince prins 34 target doel 35 

tongue tong 35 smooth glad 38 

guide gids 40 duke hertog 39 

debate debat 43 rent huur 40 

salt zout 44 wave golf 43 

card kaart 45 engine motor 44 

pure puur 46 faith geloof 51 

tower toren 49 crowd menigte 51 

circle cirkel 49 roof dak 49 

detail detail 49 crime misdaad 49 

model model 54 vote stem 55 

moon maan 55 enemy vijand 53 

sugar suiker 56 hole gat 59 

cool koel 57 noise lawaai 63 

snow sneeuw 59 judge rechter 58 

crisis crisis 59 pocket zak 59 

youth jeugd 64 favour gunst 67 

ring ring 66 duty plicht 68 



 

 79 

length lengte 69 shape vorm 66 

train trein 77 danger gevaar 76 

thin dun 78 design ontwerp 81 

pain pijn 78 tree boom 77 

winter winter 83 loss verlies 82 

colour * kleur 85 angry * boos 68 

type type 85 empty leeg 86 

grey grijs 86 shop winkel 86 

wild wild 91 horse paard 89 

price prijs 92 demand eis 95 

gold goud 92 peace vrede 92 

east oost 92 bottle fles 88 

coffee koffie 92 member lid 94 

king koning 93 desk bureau 87 

plan plan 103 choice keuze 102 

foot voet 104 fast snel 104 

milk melk 109 sign teken 106 

rich rijk 124 garden tuin 117 

summer zomer 124 animal dier 120 

south *  zuid 126 army * leger 113 

hotel hotel 127 cause oorzaak 127 

doctor dokter 136 heavy zwaar 138 

wind wind 139 wall muur 139 

green groen 155 doubt twijfel 154 

hour uur 162 story verhaal 166 

strong sterk 170 fear angst 167 

point punt 366 large groot 373 

 

 

 

 


