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Abstract

This study investigated primary and secondary morphological family sextsfi monolingual
and bilingual processing, combining experimentation with computational modelinglyrsize
effects were investigated in an English lexical decision task for DutchsEnjinguals and
English monolinguals using the same materials. To account for the possibiligrtiigtsize
effects may only show up in words that resemble words in the native languagditintheals,
the materials included, in addition to purely English items, Dutch-English cegii@deatical and
non-identical in form). As expected, the monolingual data revealed facilieffets of English
primary family size. Moreover, while the monolingual data did not show a maut effe
cognate status, only form-identical cognates revealed an inhibitory effenglish secondary
family size. The bilingual data showed stronger facilitation for identicghates, but as for
monolinguals, this effect was attenuated for words with a large secoadaity §ize. In all, the
Dutch-English primary and secondary family size effects in bilinguate wtrikingly similar to
those of monolinguals. Computational simulations suggest that the primary and setamdgry

size effects can be understood in terms of discriminative learning of thisrEegicon.
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I ntroduction

Reading a word is not just looking up this word in a dictionary. If it were that simple,

word processing would be affected only by the number of words that share their togsg)smal

not by the word's more complex relationships to other words in the lexicon on dimensions s

as orthographic or semantic relatedness. It turns out that during reading actvweates not only

its own representation in the mental lexicon, but many other lexical reptesents well, via a

system of relationships that are not necessarily strictly word-foatecklWords are not isolated

units, but parts of larger networks. In the present study, we focus on the activation of
morphological networks in the monolingual and bilingual mental lexicon during visudl wo
processing.

Many behavioural and neurolinguistic studies have investigated the processing
consequences of various relationships between words in the mental lexicon, el degit of
attention directed towards orthographic relations between words (see Andrewspfi 887, f
overview of studies on orthographic neighborhood size). Recently, research Hasudsd on
morphological relationships between words in the lexicon. One of these morphlologica
relationships, called ‘morphological family size’, is defined as the number @hologically
related complex words in which a given word occurs as a constituent (SchreBdayén,
1997). For instancdaeartless andheartache are family members of the wohgart. Words can

differ considerably in their productivity in terms of the number of their morpholioigicaly

members. For instance, the wdwlise occurs in more than 30 morphologically related complex

words (among which, for examplaguse hold, garden house, andhousing), whereas the

morphological family ohorizon is restricted to only a few words (suchhasizontal).



Schreuder and Baayen (1997) showed that Dutch words with larger morphological
families were processed faster and more accurately in a Dutch visgal ecision task than
Dutch words with smaller morphological families. The facilitatory efté family size has been
replicated for Dutch (Bertram, Baayen, & Schreuder, 2000, De Jong, Schreudery&i32000;
De Jong, 2002; Kuperman, Schreuder, Bertram, & Baayen, 2009), German (Ludeling & De Jong
2002), and English (Baayen, Lieber, and Schreuder, 1997; De Jong, Feldman, Schreuder,
Pastizzo, & Baayen, 2002; Juhasz & Berkowitz, 2011). Moreover, several non-Germanic
languages also revealed similar effects of family size (see Fel@rngaok, 1997, for Chinese;
Moscoso del Prado Martin, Bertram, Haikio, Schreuder, & Baayen, 2003; KupermaanBert
& Baayen, 2008, for Finnish; Moscoso del Prado Martin, Deutsch, Frost, de Jong, Schreuder, &
Baayen, 2005, for Hebrew; Boudelaa & Marslen-Wilson, 2011, for Arabic). Importargly, th
family size effect is observed to be predictive over and above other lexicalt@®egech as
word frequency, morpheme frequency, word length, orthographic neighborhood size, bigram
frequency (De Jong et al., 2000, Schreuder & Baayen, 1997), and age of acquisitiongDe J
2002).

The traditional interpretation of the morphological family size effect holdsufian
reading a word, many of its morphological family members become actitreteks to shared
orthography, morphology, and semantics (Schreuder & Baayen, 1997). More spgcifical
activation is assumed to spread from a target word to its family membersadgasgimantic and
orthographic connections. Schreuder and Baayen (1997) proposed to understand the family size
effect along the lines of the multiple read-out model of Grainger and Jacobs (1296% that
co-activate many other words (lemmas) give rise to more global lexdeation supporting a

positive lexicality decision. By means of a computational simulation studypobg Schreuder,



and Baayen (2003) showed that read-out of global activation may not be necessagtiba
is allowed to resonate between forms, lemmas, and meanings.

An unresolved question is whether activation can spread beyond immediately related
concepts to concepts that are only indirectly linked to a target word. Studies ofetigdiating
have demonstrated that a target word sudheese can be processed faster when it is preceded
by a prime such asat that is only indirectly related to the target in semantic memory via a
mediating concepinfouse) than when it is preceded by a semantically unrelated prime (e.qg.,
table; cf. De Groot, 1983). Mediated priming effects were observed in word naming (RBalota
Lorch, 1986), in a double lexical decision task in which a lexical decision to both the target and
prime is required and in which only indirectly related prime-target pairs wsed, and in a
single presentation lexical decision task in which the prime and target vesenad with no
obvious pairing and a lexical decision was required to both items (McNamara anibAlt
1988). However, a number of studies failed to find the mediated priming effect inrstanda
lexical decision (e.g., Balota & Lorch, 1986; Chwilla, Kolk, & Mulder, 2000). As Chwilk.e
(2000) argued, mediated priming seems to occur only when the lexicality of botimtlbeapd
the target needs to be judged. In sum, these studies show that activation can spread beyond
directly related concepts, albeit only under special experimental conditipplyirg this idea of
spreading of activation to the case of family size, it is conceivable tiztamt spreads from
immediate family members, which are directly related to the targetrimdénd meaning, to more
distant family members at greater distances in the lexical netwerkioi words that are related
to the target word only via their primary family members.

Recent studies (Baayen, 2010a, and Baayen, Milin, Filipovic-Durdevic, Hendrix, &

Marelli, 2011) indicate that more distant morphological relatives can influemeparnd



processing. These studies propose a new measure, the secondary family sregrasfar

gauging the relevance of more distant morphological relatives. Rleagthe primary family

size of a given noun contains all words, both derived words and compounds (except the noun
itself) that contain that noun as a constituent. Baayen (2010b) and Baayen et al.@64d) a
that although the primary family size is defined across both derived words and compodsd wor
most of a given word's family members are compounds. In these studies, the gei@nitiar
measure was therefore operationalized on the set of compounds, and was furittedrast

family members that are two-constituent compounds. In the present study, this foctise
processing of monomorphemic words, and hence, a definition of secondary fanoityrigcl

both compounds and derivations is applied. Informally, the secondary family size af aamor

be defined as including all words that share a constituent with a word in a wardisypiamily,
excluding the primary family members themselves (for a formal defirifieecondary family

size, see the Appendix). Figure 1 presents a schematic representation ovatieract primary

and secondary family members of the target wrdge.

(Figure 1 about here)

If activation spreads from a target word, first into the primary family, laed on into the
secondary family, the question arises whether the co-activation of sectentdyymembers is
facilitatory (just like the primary family size) or rather inhibitoryn€bries restricting primary
and secondary family size effects to the level of word form offer no predictionueca
activating primary family member word forms is facilitatory in tatidecision, activating even

more word forms might also speed up ‘yes’ responses in this task. Alternativelyonceivable



that activating many orthographically unrelated word forms (subhidsrush for horse) would,
due to feedback connections, reduce the bottom-up support from the letter layer taltheeyeror
for the target word. For instance, thandr in horse might become, due to spreading activation,
more ambiguous betwedorse andhairbrush, and would therefore delay lexicality decisions.
However, theories seeking to explain the primary and secondary familyfeizes aft the
level of semantics make a clear prediction. The primary family merabersemantically related
to the target. Knowing whatleorse is entails, for instance, knowing that horses have to deal with
horseflies. The secondary family members tend not to be semantically relateatkBox is a
box storing tools for sewing,@cktail is a drink, and horses do not wéairnets. The
activation of unrelated meanings should therefore have a detrimentalogffiestponse speed.
For response times to compounds in visual lexical decision as available in trsh Engli
Lexicon Project (Balota et al., 2007), Baayen (2010b) observed an effect of sedanubry
size, which was modulated by the size of the primary family of the compound's hehg,thad
density of the compound graph (operationalized by the graph-theoretical conttepstwbdngly
connected component, i.e., the subgraph for which it holds that any constituent can lielrgache
following the directed edges connecting modifiers to heads). The predibibdary effect of
secondary family size was present for compounds with a smaller right genstamily size,
and most strongly so for compounds that were not part of the strongly connected component of
the compound graph.
An inhibitory effect of secondary family size fits well within a sen@akplanation of
the family size effect. There is increasing evidence that the faimiyeffect is at least partially
semantic in nature. Schreuder and Baayen (1997) observed that positive correéiiaen

family size and reaction times increased when semantically opaqug faemibers were



excluded from the family size count (elgoneymoon is morphologically but not semantically
related tahoney; exclusion of opaque family members suclmaseymoon from the family size
count ofhoney increased the positive correlation of family size with RT).

Moreover, De Jong et al. (2000) showed that the family size effect appearecdfor bot
regular and irregular past participles (ergei-geroeid, ‘row-rowed’ vs.vecht-gevochten, ‘fight-
fought’, even though the irregular past participle does not share the exaetith its mono-
morphemic stem and other family members. Again, inclusion of a morphologidatgd-éut
not semantically related form suchvasht (meaning ‘moisture’) in the family size count of
vecht decreased the correlation between RTs and family size.

Moscoso del Prado Martin et al. (2005) report an additional semantic charaobéisé
family size effect in Hebrew. They observed that activated semantic diefdsrphological
roots that were related in meaning to a Hebrew word had a different effeegfmonse latencies
than unrelated activated semantic fields. In a Hebrew visual lexicalatetask, Moscoso et al.
not only observed the expected facilitation effect of family members @rat iwlated in
meaning, but they also observed an inhibition of RTs when the number of family members tha
were not semantically related increased.

Finally, in an ERP study with Dutch monolinguals, Mulder, Schreuder, and Dijkstra
(2012, Experiment 2) observed less negative N400 amplitudes for Dutch words with a large
Dutch primary family size compared to words with a small Dutch primaryyaizie. They
pointed out that the observed pattern for activated family members is difienenthe ERP
effects reported in the literature for orthographic neighbors and semataadss (Muller,

Duiabeitia, & Carreiras, 2010), because the latter activate semanésastations that are



different or less compatible with that of the target, while primary fam#ynbers always
activate compatible semantic representations.

In sum, these studies show that the family size effect is at least gatialhntic in
nature. Moreover, the different effects for semantically related anthteddamily members
observed by Moscoso et al. (2005) and Mulder et al. (2012) give rise to the hypothesis that
semantic overlap between target word and family member can determdieetition of the
family size effect. Apparently, if activation spreads too far out and reagmeantically
unrelated words, then facilitation reverses into inhibition.

Until now, not many studies have investigated family size effects in bilsigDaring
the acquisition of a second language (L2), bilinguals will learn new words andjaoentg start
to develop morphological and semantic relationships between those words in theis L2. It
therefore likely that the primary family size of the L2 starts #ffigd-2 word processing, even
though the primary family size of words of their L2 may be not as large in ticehexf
bilinguals as the primary family size of words of their first languadg. (Moreover, if lexical
activation spreads to more distant family members, as is observed in monolingaasprgpby
Baayen (2010b), even L2 secondary family members should be activated andaffectiL
processing.

Dijkstra, Moscoso del Prado Martin, Schulpen, Schreuder, and Baayen (2005)
investigated the role of L1 and L2 primary family size in the processiBgiwh-English
interlingual homographs (e.ggom, meaning ‘cream’ in Dutch) by Dutch-English bilinguals.
First, they conducted a re-analysis of available English (L2) lexicadidadilata from Dutch-
English bilinguals by Schulpen, Dijkstra, and Schriefers (2003), which included boti purel

English words and Dutch-English interlingual homographs. This re-anatysialed a



facilitatory effect of L2 family size on the processing of purely Ehghierds and Dutch-English
interlingual homographs. Furthermore, the interlingual homographs also showstbighi
effects of the family size of the non-target language, Dutch (L1). The observeldatogical
family size effects were independent of the relative frequency of theedings of the
homographs. Interestingly, the same pattern was found when bilinguals madkdegisions
on interlingual homographs in their L1: Facilitation of the target lang(agesh) and inhibition
of the non-target language (English). This study shows that bilinguals aréveciosihe
primary morphological productivity of words of both the target and non-target lgaguzen
reading in only one language. Moreover, the findings that activation of the nentsarguage
family members of Dutch-English interlingual homographs in languaggfisgexical decision
inhibits target word processing supports the hypothesis that family sizeseffe mediated by
semantic similarity.

Further bilingual evidence comes from Mulder et al. (2012, Experiments 3 and 4), who
observed that Dutch-English bilinguals activate the cross-languagkstBmgimary family size
for Dutch-English cognates in a Dutch task context. Similar to the patterthiriainguage
effects observed for Dutch monolinguals (Experiments 1 and 2), a large crasaglarfigmily
size led to faster response latencies in Dutch lexical decision task anddesise N400
amplitudes in a Dutch go/no-go task while ERPs were recorded. Also, the BB ffr cross-
language family size were different from effects for cross-laggueighborhood size observed
in the literature and support the semantic interpretation of the family ¢ thiat was outlined
above.

The aim of the present study is to investigate whether and how extensively, during L

word processing, activation spreads within the bilingual mental lexicon. Mordispléciwe
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want to investigate whether the secondary family size of L2 itemdsff@ovord processing or
whether it is only the L2 primary family size that is activated. Thealibee on mediated priming
and the secondary family size effects in the monolingual data reported bgnBaay 0b)
suggest that even distantly related lexical items can become activategiwlard processing in
isolation. Moreover, the bilingual data of Dijkstra et al. (2005) show that bilingualsensitive
to the primary morphological productivity of L2 items. However, assuming thanitee |
between English words are less strong for Dutch-English bilinguals cechfmEnglish
monolinguals, it is not evident that lexical activation in their second languaggdsgreyond
directly related items.

Effects of secondary family size may even only affect items that hsiveray
representation in the bilingual lexicon, such as cognates. Cognates are wortidandndges
of a bilingual that share most of their form and meaning in these languages causelaf their
‘double nationality’, cognates may be more strongly represented, and moreaeasgged than
words of similar frequency that belong to one language only. Cognates can ba&leittieal in
form (e.g.hotel in English and Dutch) or nearly identical (eajar-altaar in English and Dutch,
respectively). Bilingual research has shown that reading a cognatéivaies the target
language and non-target language lexical representations of the qegea®jkstra, 2005, for
an overview of studies). In line with this observation, it has been proposed (Dijkstra, Mi
Brummelhuis, Sappelli, & Baayen, 2010) that cognates are characterized by tiapmner
orthographic representations that are linked to a (largely) shared semargsentation. The
observation of a cognate effect (i.e., faster RTs to cognates than to norespgaatthen be
explained by a combination of co-activation and orthographic-semantic resonaadegRe

cognate will lead to co-activation of two overlapping orthographic represergawhich will
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activate their corresponding primary and secondary family members in bothadmsgiReading
a non-cognate, however, activates only one representation and its primary and gecondar
morphological family in only one language. As a consequence of the co-4activatognates,
which will activate a (largely) shared semantic representationasioth can pass more easily to
other, more distant, items of the target language during word processingiletreng the
activation of the target language secondary family. Thus, activation of tangaalge secondary
family members is more likely to be observed for cognates than for non-esgimaaddition,
most co-activation is expected for cognates that have complete form oveHaponds in their
first language (i.e., identical cognates). Therefore, in this studytithelss materials will
include both identical and non-identical cognates, in addition to purely English words.

In Experiment 1, we sought to replicate the effects of primary and seconaégySae
observed in monolingual research with our set of cognate and non-cognate itemstiRghiea
secondary family size effects reported by Baayen (2010b) is of partic@ersnhere, because,
to date, these effects have not been replicated with new empirical dataashasasemplished
by means of an English visual lexical decision task with English monolinguals xp&eted
that the distinction between cognates and non-cognates would be irrelevant for molsplingua
and therefore expected family size effects to affect the processwogdtes and non-cognates
in the same way. In Experiment 2, the same task with the same materialsfoasqueby
Dutch-English bilinguals. To our knowledge, this is the first study that direathpares both
primary and secondary family size effects in monolingual and bilingual [giage#oreover,
this is the first study that addresses L2 family size effectsgnates.

After having reported the experimental results, we compare two thebfetioaworks

for understanding the primary and secondary family size effects: tieeagédramework of
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spreading activation and the more recently developed framework of discronifesining.
Over the years, spreading activation has proven to be a fruitful paradigm togateestord
processing, with influential interactive activation models such as IA éhd\BcClelland &
Rumelhart, 1981; Dijkstra & Van Heuven, 1998), and the multiple read-out model (Grainger &
Jacobs, 1996) being able to account for a wide range of effects. However, the ramthnete
framework of naive discrimination learning (Baayen et al., 2011) provides am#iteraccount
of many previous findings on morphological processing. By means of computationatsamul
studies of the data of Experiments 1 and 2 with naive discrimination learning, vesamiine
whether this type of approach is as successful as interactive activatiols maglaining the
present experimental data.

Before we turn to the two experiments and the modeling section, we will firssdisc

how family size measures were improved for use in our experiments.

Family Size Generation Study

A major resource for researchers working on morphological family sihe GELEX
lexical database (Baayen, Piepenbrock, & Gulikers, 1995). CELEX provides farsilyosints
for English, Dutch, and German. These counts are highly informative and have proven to be
useful in past and present-day research on family size. However, the CELEX el aaéssot
provide realistic frequency information for English spaced compounds (all heaguatcy of
zero) and therefore these are not included into the family size count of thisséafBferefore,
these counts may not provide a realistic representation of family size couspeéiers of

English.
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To improve the existing CELEX primary family size counts, we let Dutch Hrighsh
(L2) bilinguals perform a Family Size Generation task in which theydadoduce
morphological family members for a list of English target words. Theseadaaused to create
a primary family size measure based on both the original CELEX count and the caimgabt
by the Family Size Generation task. We chose to select Dutch-Englisfublibrfor the
generation of the family members, because the focus of the study is ondemmiéffects in
bilingual word processing. Inclusion of the most frequently generated spamo@dends known
by bilinguals in the English family size count will likely result in a mareusate family size
count for this participant group and a better prediction of response latenciesgodiivord
processing. Moreover, we expect that this measure improves the avaitaityesiae counts as
provided by CELEX even for monolingual word processing, because (the most frespasrsil
compounds are now added to the existing count. When English monolinguals generate family
members for English, this will probably result in family size counts that aresiueated
relative to Dutch-English bilinguals (see argumentation in General§sgm). Nevertheless, for
the purpose of checking and comparison, we also asked a group of English monolinguals to

generate morphological family members for the set of cognates in thiee lzamguage.

Method

Participants. Forty-five Dutch L2 speakers of English (mean age= 22.6, SD = 3.49),
mostly undergraduates at the University of Nijmegen, were paid to takie pleis Generation
Study. All were highly proficient in English, having learned English at sdihool the age of
11. All participants had normal or corrected-to-normal vision. Twenty-one L1 spa#ker
English (mean age = 21.4 , SD = 3.69), were recruited at the University of Nottingbamof

the participants had any knowledge of Dutch. The participants reported not to have any
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substantial active knowledge of other languages, although it is likely thatakeyreceived
some education in another foreign language at secondary school.

Materials. For the Generation Study, all word items that were to be used as experimental
items in Experiments 1 and 2 were selected. A list of the items is provided in thedip@el
items were monomorphemic nouns that did not have a homographic conversion verb. The length
of the items ranged between three and eight letters.

We divided the stimuli over three lists. To obtain an equal number of stimuli intsll lis
and to be able to compare the lists in each version, we added some filler itenmer¢htievsame
in each version. The total number of items in the English lists was 50. The items oééhe thr
English lists were matched on English log lemma frequency per million arghigigsh CELEX
family size as much as possible. For the English monolingual participamesyae only one
stimulus list containing the 50 cognate items.

Procedure. The Dutch-English bilingual participants were tested in a noise-proof
experimental room. They saw only words of one of the lists. The lists were raedioi all
participants. Participants were given a list of stimulus words and wezd,der each stimulus
word on the list, to generate other words in which the stimulus word could occur. Theviéeen
presented in capital letters in an Excel file on a HP Compagq Intel Core 2 conRautsipants
were asked to type the words in the fields directly following the target wamdslemphasized
that they could write down a word even if they were not confident of the exact orthogfaphy
that word. Furthermore, they were told that they were allowed to skip a targetwven they
could not think of any words for that target word and return to that target word when theey cam

up with new words. A time limit of thirty minutes was set to complete the taskoA pil
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experiment showed that this amount of time was enough for participants to resportikeo all

items and go through the list again to see if they could come up with some more words.
The procedure for the English monolingual participants was identical to that of the

bilingual participants, except that the participants wrote down the familyoersron a piece of

paper instead of in an excel sheet.

Results

For each item, we listed all family members that were generated. Wietdidnsider inflected
words (e.g.houses is not counted as a family memberotise), and only included compounds
and derivations (e.g., bottormal andage norm are family members aform). Finally, for each
target item we counted the number of different words that were generated.

We then selected for each item those family members that were geneyat least
three participants in order to include in our family size count only well-knownyam@mbers
and to exclude very low frequent family members. Next, we checked whethefaimgge
members were present in the CELEX count, and if this was not the case, we addédrtisete i
the CELEX count. In this way, an “updated” version of the CELEX count was obtained
containing family members that are nowadays commonly used but that wergrmgse
CELEX count (see the Appendix for the new family size values). The coorelztween the
CELEX English Family Size counts and the new English family size mehases on the
bilingual counts (from now orEnglish Primary Family Sze) was .87. Furthermore, the
correlation of CELEX English Family Size with the mean lexical decisimnties from the
English lexicon project (Balota et al., 2007) was -0.20. When replaced by our newameasu

English Primary Family Sze, this correlation increased to -0.29. The family size count for the
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cognates generated by the English monolinguals correlated well witbdhéobtained from the

bilinguals ¢ = .91).

Discussion

The purpose of the Family Size Generation task was to improve the existirghEng
primary family size count as provided by the CELEX lexical database. CHEloEX not include
spaced compounds into the English family size count. Our new family size measaute, whi
includes the most common spaced compounds, is, as we shall see, a better motivatedgdredict
response latencies than the original CELEX family size measure. Mwrébg high correlation
between the bilingual and monolingual counts for the cognate items shows that theaswem
can be used with confidence to assess family size effects in both bilingual anthquaiatord
processing.

In Experiments 1 and 2, we applied the new English family size measure ®fassés
size effects in monolingual and bilingual language processing. In Experimee conducted an
English lexical decision task with English monolingual speakers. The aim okgesment was
to replicate earlier monolingual research on morphological family sieetefin visual word
processing reporting facilitation effects of primary familyesand inhibitory effects of
secondary family size. Replicating the secondary family sizeteffeported by Baayen (2010b)
is of particular interest here, because, to date, these kinds of effects have nopligadeavith
new empirical data. In this experiment, we included both English-Dutch cogmhtea-
cognate items. Because the monolingual English speakers should be insensigveotmate
status of the English items, we predicted no significant effect of coga&ais and no interaction

of cognate status with either primary or secondary family size.
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Experiment 1 —English visual lexical decision with English monolinguals

Method

Participants. Twenty-eight native English speakers (mean age = 21.8 years old, SD =
3.53) were recruited at the University of Nottingham. None of the participants had any
knowledge of Dutch. Although it is likely that they have received some education in another
foreign language at secondary school, the participants reported not to haveévaenkraevledge
of other languages. All participants had normal or corrected-to-normal visionwHEneypaid or
received course credits for their participation.

Materials. The stimulus set consisted of 300 items, half of which were English words and
half were non-words. All word items were selected from the CELEX dataBaagen,
Piepenbrock, & Gulikers, 1995). Only word items with an English lemma frequentyjeaka
one per million in the CELEX database and a length between three and eight charecter
selected. All items were mono-morphemic nouns that had no conversion verb. For eattteitem
English primary family size values were calculated and logarithmitalhsformed. The
primary family size values were based on the new family size me&ngles Primary Family
Sze, see Family Size Generation Study). These family size values weneaolvith the values
of the logarithmically transformed valuesSBTLWF (English Subtitle Frequency per million;
Brysbaert & New, 2009). Recent research shows3BaLWF is a better predictor of response
latencies than the English CELEX frequency measure (Brysbaert & 2088). In the
remainder of this paper, we will use the tdtnglish Frequency to refer to the logarithmic

transformation oBBTLWF. To remove collinearity, we regresdeaglish Primary Family Sze
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on English Frequency and used the resulting residuals as new predictors of English family size
uncontaminated by English frequency.

Secondary Family Sze was operationalized on the set of bimorphemic words, including
both derivations and compounds. In this respect, we slightly differ from Baayen (26#0b) a
Baayen et al. (2011) whose family size definition was optimized for the prnogessi
compounds, and therefore only included two-constituent compounds in the secondary family size
count. Because the targets in our study are all monomorphemic words, a definidgoarafesy
family size including all morphologically related words, thus including deomat seems more
appropriate. Moreover, in this way, the definitions of primary and secondary fsizelare
more similar. The values for secondary family size were logarithijicansformed. The
correlation between the measurezaglish Primary Family Sze (residualized oienglish
Freguency) and the measure 8écondary Family Szeis positive, as expected, but with a
correlation ofr = 0.47 £ < 0.0001). That is small enough not to require further orthogonalization
from the measure &rimary Family Sze.

The experimental word items were 50 English-Dutch cognates, i.e., translati
equivalents that overlap in form. Half of the experimental items were idectigaates (i.e.,
items that have complete orthographic overlap in English and Dutch, shotelaandnorm),
whereas the other half were non-identical cognates in English and Dutcth{ef-glief and
planet-planeet). The latter items also shared their orthographic form in both languages, but the
overlap was not completely identical and differed on maximally three jpeitgtions. The degree
of orthographical overlap was calculated by the Levenshtein distance meauaestitein,
1966). The Levenshtein distance is the minimal number of deletions, insertions, ausobsti

that is required to transform the source string into the target stringodilates were pure noun
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cognates in the sense that both the English and Dutch word forms only belonged tsstbé cla
nouns. The Dutch noun frequency per million was taken from the CELEX database and was
logarithmically transformed. It was made sure that these items hadla mun frequency of at
least one per million.

For each cognate item, the Dutch frequency and family size values Werateal. The
Dutch lemma frequencies per million were extracted from the CELEX daté@batsh
Freguency). The Dutch family size value®(tch Family Sze) were based on type counts of the
family members listed in CELEX. Both the frequency and family size valees w
logarithmically transformed. The Dutch family size values were colliwgh the Dutch
frequency values. To remove this collinearity, we regressed the famglyaiues on these
frequency values and used the resulting residuals as a new predictor of Dutglsitznil
uncontaminated by Dutch frequency. The Dutch secondary family size counts efithe it
(Dutch Secondary Family Sze) were obtained by summing the positional family sizes of their
family members. The secondary family size values were logarithgnicafisformed.
The cognate items were matched to 50 control itentenghsh Primary Family Sze, English
Frequency, and length in letters. Moreover, the total set of cognate items was matchedéb t
of control items with respect #ge of Acquisition (AoA; extracted from Kuperman, Stadthagen-
Gonzalez, & Brysbaert, 2012pA ratings available for 99 of the 100 stimuli), &fajlish
Bigram Frequency (extracted from the database of the English Lexicon Project). Table lydispla
the characteristics of the cognates and controls. The experiment alsodriauiileer words and
150 pseudo-words that were matched to the experimental stimuli on length, and foerthe fill
word items also o&nglish Frequency. The 150 non-words resembled English words with

respect to their orthography and phonology, and were created by replacing one @t of
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existing English words. The experiment consisted of two item blocks. The preseotder of
the items within a block was randomized individually and had the restriction that nohaore t

three words or non-words could follow each other directly.

(Table 1 about here)

Procedure. Participants performed an English visual lexical decision task. In #kis ta
participants decide whether or not the visually presented stimulus is angefsglish word by
pressing a button corresponding to either the answer ‘yes’ or ‘no’. The taskwesspee and

carried out irPresentation version 13.0 (Neurobehavioural Systemg,w.nbs.com) and was

run on a HP Compagq Intel Core 2 computer with 1.58 GHz processing speed and a refresh rate of
120 Hertz. The participants were seated at a table at a 60 cm distance foomploger screen.

The visual stimuli were presented in white capital letters (24 points) irAfaaitin the middle

of the screen on a dark grey background. Participants were tested individwaigundproof

room.

Participants first read the English instructions, which informed them thawha@d be
presented with word strings and which asked them to push the ‘yes’ button if thettetter
they saw was an existing English word and to push the ‘no’ button if it was not. Thepsked
to react as accurately and quickly as possible.

Each trial started with the presentation of a black fixation point ‘+’, whichdigdayed
in the middle of the screen for 700 ms. After 300 ms the target stimulus was presented. |

remained on the screen until the participant responded or until the timeout at 1500 msudlhe vis
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target stimulus disappeared when the participant pressed the button, or when lingttiohe
1500 ms was reached, and a new trial was started after an empty black séf#Emef

The experiment was divided in two parts of equal length. The first part was guidned
20 practice trials. After the practice trials, the participant could ask gnsdtefore continuing
with the experimental trials. The two parts each contained 150 experimexisalEach part
began with three dummy trials to avoid lack of attention during the beginning of the tao part
The end of the first part was indicated by a pause screen. The expersteshfda

approximately 16 minutes.

Results

Data cleaning was first carried out based on the error rate for partecgrahtvord items.
All participants had an error rate of 10% or less on the word items. Therefore, nipaartiata
were removed. The overall error rate on the experimental word items was 318%4aiht of
2800 data points. Six word items that elicited errors in more than 15% of the trialseweved
from the data set. Interestingly, these word items were all cognatis @aos, norm, flora,
psalm, villa, andcigar). RTs from incorrect responses or null responses were removed from the
remaining data set (2.39% of the data points). This resulted in a data set with 2569ndsita poi
Inspection of the distribution of the response latencies revealed non-norialdgnparison of
a log transform and an inverse transformfRL.= -1000/RT) revealed that the inverse
transform was most successful in reducing this non-normality.

Response latencies were analyzed with a linear mixed effects moldaubject and
item as crossed random effect factors (see, e.g., Baayen, 2008; Baaydapba%iBates,

2008). We first fitted a simple main effects model to the data including all 2569 datis poi
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Besides=nglish Frequency, English Primary Family Sze andEnglish Secondary Family Sze,

the following other predictors were considered that might affect lexicadidadatencies. To
assess the value of our new measure of primary family size in comparisomtigiha CELEX
measure, we included the predic®ELEX Primary Family Sze. Further, in order to test
whether cognate items were processed differently from non-cogemig ive included a factor
Cognate with the levels ‘cognate’ and ‘non-cognate’. Moreover, to account for possible
differences between identical cognates and the other stimuli that do naiomapiete overlap
between English and Dutch, the fadtdentical Cognate (with the levels Identical cognates and
Other items (the latter including non-identical cognates and non-cognatel€gnas
considered. As further bilingual factoBytch Primary Family Sze andDutch Secondary

Family Sze were included in the analyses to clarify whether the family size of arlatiggrage
could affect response latencies in English lexical decision. This should obviously hetdaesé
for English monolinguals that have no knowledge of Dutch, but they could affect the responses
of Dutch-English bilinguals. Inclusion of these factors increases sityiteetween the
monolingual and bilingual analyses. Furthermore, to be able to remove any aataticorfrom
the error, we includeBreviousRT (the logarithmically transformed response latency at the
previous trial) andrial (the rank of the item in the experimental list) as predictors (cf. Baayen,
2008 and Baayen & Milin, 2010QLD (OLD-20; defined as the mean of the closest 20
Levenshtein Distance orthographic neighbors; see Balota et al., 2007, and Yarkoai, 8alot
Yap, 2008) was included as a predictor to account for effects of similarity meEnegish
words. Finally, other variables we considered were the number of syllablestafgéieword

(NSyllables), whether the initial syllable of the target word was stressed ormélS&ress), the
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number of English neighbor®(thoN), and the Levenshtein distance between the English and
Dutch reading of the word_évenshtein).

We performed a stepwise variable selection procedure in which non-significdictqne
were removed to obtain the most parsimonious model. Important to note here is thadidterpr
CELEX Primary Family Sze was not significant and did not correlate significantly with the
mean lexical decision latencies. When replaced by our new meBsghish Primary Family
Sze, there was a significant correlatian5 0.20). Next, potentially harmful outliers (defined as
data points with standardized residuals exceeding 2.5 standard deviation uitsmaved
from the data set. We then fitted a new model with the same significant pretbdiuis
trimmed data set.

The final model incorporated three parameters for the random-effectistruec standard
deviation for the random intercept for item (SD = .09), a standard deviation for the random
intercept for subject (SD = .20), and a standard deviation for the by-subject rangesfsr
Trial (SD =.05). Justification for the use of these random-effect factors was prdwide
likelihood ratio tests (ajp-values < .05). Other random-effect parameters were tested, but were
not significant. The standard deviation for the residual error was .31. Threeqetioglish
Primary Family Sze, English Frequency, andPreviousRT) reached significance as main effects.
In addition, an interaction betweéstentical Cognate (identical cognates versus non-identical
cognates and controls) akdglish Secondary Family Sze was present. Table 2 summarizes the
coefficient of the fixed effects for the resulting model, tbgetwvith their standard error, t-values,
and p-values based on 10,000 MCMC samples from the posterior distribution of the parameters

Figure 2 visualizes the significant partial effect&€nglish Frequency (panel a)PreviousRT
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(panel b), andEnglish Primary Family Sze (panel c¢) and the interaction lafentical Cognate

andEnglish Secondary Family Sze.

(Table 2 and Figure 2 about here)

Both English Frequency andEnglish Primary Family Sze had a facilitatory effect on
response latencies. The main effecEndlish Secondary Family Sze did not reach significance,
but English Secondary Family size did emerge in a significant interaction wikntical Cognate.
FurthermorePreviousRT had a negative correlation with response latencies, showing that a slow

response is often preceded by a fast response.

Discussion

In this experiment, we replicated the primary family size effectpgrted in earlier
monolingual research (e.g. Schreuder & Baayen, 1997; Baayen et al., 1997; Beatara000;
De Jong, 2002)English Primary Family Sze had the expected facilitatory effect on response
latencies. The primary family size measure based on the counts obtaineddrbamtily Size
Generation Study turned out to be a better predictor than the original CELEX nfeasure
primary family size. Whereas the latter predictor was non-signifioantyew family size
measure did emerge as a significant predictor in the model. This shows thaditien of
spaced compounds to the original family size count resulted in an improved predietoilpf f
size effects in monolingual lexical decision.

Both Dutch Primary Family Sze andDutch Secondary Family Sze did not produce
significant effects. This is not surprising given the fact that the Bngi@nolinguals in our

study did not have any knowledge of Dutch. Hence, they should neither process cognates
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differently from controls, nor should they be sensitive to the morphological produatiiytch
of the cognate items.

There was no main effect Bhglish Secondary Family Sze, but this variable turned out
to interact significantly with a variable distinguishing between ideintimgnates and other
stimuli (Identical Cognate), showing inhibitory effects in identical cognates but not in the other
stimuli. The observed direction of the effect is in line with Baayen (2010b), who alswexbser
that large secondary family sizes can slow lexical processing. Batass®f a word's
secondary family members are not semantically related to its meartingtian of these
secondary family members will interfere with the interpretation of tasgmted stimulus.

An effect of secondary family size that emerges only for the idemticglates was not
predicted. This finding challenges the assumption of simple spreading of activatiansde
this view activation is expected to spread to all items, to both cognates and corstitbls. A
English monolinguals are insensitive to the cognate status of the items, an texplaite
interaction would logically not involve language membership of the items but should I soug
elsewhere. Because the identical cognates, the non-identical cognatég, emntrols were
carefully matched for primary and secondary family size, frequenaythleand bigram
frequency (see Table 1), we can rule out that an imbalance in, say, prim@ugtpity would
be at issue. Morever, it was suggested by one of our Reviewers that a possildadmiréige
of Acquisition might explain why the interaction of secondary family size with identoghate
is observed in monolinguals. Identical cognates indeed slightly differtirertotal set of non-
identical cognates and controfs< .045, but they were matched AoA to non-identical
cognatesg > .05)) and tend to be acquired at a somewhat later age. However, this is in

contradiction with the faster RTs for identical cognates, and conflicts wigxganation in
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terms ofAOA. Also, effects ofA0A are largely explained by other variables that we did include in
our model, such as frequency (cf. Baayen, Feldman, & Schreuder, 2006). Moreover, dk we sha
see later in this paper, in a joint analysis of the monolingual and bilinguabhddta a

distributional analysis of RT data from the English Lexicon Project, tkere confound

betweenAoA and cognate status nor capA predict the cognate status of a word. We therefore
believe thatAoA cannot offer an explanation for the observed interaction betilestical

Cognate andSecondary Family Sze. However, an additional role of yet other variables (e.g.,
imagery) cannot be excluded and should be topic of future investigation.

Importantly, the interaction of secondary family size with identical cogrates not
logically entail that the monolinguals were sensitive to the historicaharighe identical
cognates, but rather that these subjects were sensitive to the specifiattsial characteristics
of the mapping of form characteristics to meanings. Anticipating the regults computational
modeling to be discussed below, it turns out that this interaction falls out aght&iraiard
consequence of the distributional properties of English. First, however, we consitlegrwhe
Dutch-English bilinguals show the same pattern of results for this set ofistewilitation from
the primary family size, but inhibition from the secondary family size for idaintbgnates only.

In Experiment 2, we used the same materials in an English lexical decisiomhiggkye
with Dutch-English bilinguals. Having developed morphological and semardtoredhips
between words from their L2, English, these bilinguals should activate morptadltagnily
members of English words. Although the morphological family size of English wiaiglig be
lower for bilingual than for monolingual speakers, English primary familyisie&pected to

affect bilingual word processing in a way similar to monolingual processiagjidting
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comprehension. Moreover, if the participants are sufficiently proficient, segofadaity size
effects might also be visible, in which case it should be restricted to the aleogmates only.
In addition, assuming that the bilinguals activate both target and non-target
representations when reading a cognate, we will consider non-target lafiuagyg primary
and secondary family size effects in the set of cognates as well. Givemthst overlap
between the Dutch family members and the cognate target word, we éxqie¢hetdirection of
the Dutch primary and secondary family size effect patterns with the effEaglish primary

and secondary family size.

Experiment 2 — English visual lexical decision with Dutch-English bilinguals

Method

Participants. Thirty-three students of the University of Nijmegen (mean age 22.8 years,
SD = 3.48) took part in this experiment. All participants had normal or corrected—tolnorma
vision and were native speakers of Dutch, having English as their second languagkadrhey
learned English at school from around the age of 11. Participants were paieived@ourse
credits for participating in the experiment.

Materials. The 50 cognate and 50 non-cognate control items were identical to those used
in Experiment 1. The experiment further included 50 English filler words and 150 pseudo words
that were matched to the experimental stimuli in length, and for theviidliedt items, also in
English frequency.

Procedure. The procedure of the lexical decision task is identical to the procedure of

Experiment 1. After completing the lexical decision task, participants pestbthe LexTALE
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task (Lemhofer & Broersma, 2012). This task was used to obtain a general indicatiein of t
proficiency in English in terms of vocabulary knowledge. Finally, participaete asked to fill

out a language background questionnaire. The total session lasted approximateiytes. m

Results

Data cleaning was first carried out based on the error rate for partecgrahtvord items.
Participants with an error rate of more than 15% on the word items were removedtdrdata
set, which resulted in the exclusion of the data from three participants.

Eleven word items (cognatdsaron, flora, norm, cigar, pill, controls:dusk, cattle, thigh,
cellar, lad, andtorch) that elicited errors in more than 15% of the trials were removed from the
data set. After removal of these items, we were left with 2670 data points on théenwdRTs
from incorrect responses or null responses were removed from the remaining (a82%¢ of
the data points). This resulted in a data set with 2591 data points. Inspection of ithaidistof
the response latencies revealed non-normality. A comparison of a log traasibanm inverse
transform (RThverse= -1000/RT) revealed that the inverse transform was most successful in
solving this non-normality.

As before, response latencies were analyzed with a linear mixed effedel with
subject and item as crossed random effects. We considered the same predittéxpasment
1. Because bilinguals are expected to be sensitive to non-target language jregqademan-
target language family size effecytch Frequency, Dutch Primary Family Sze, andDutch
Secondary Family Sze we also considered as predictors.

To obtain the simplest best fitting model, we applied the same procedure of variable
selection and exclusion as in Experiment 1. Potentially harmful outliers (defrdadaapoints

with standardized residuals exceeding 2.5 standard deviation units) were reroavéuef data
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set. A new model with the same predictors was fit to this trimmed data seindlhaddel
incorporated five parameters for the random-effects structure of the dé&tadard deviation for
the random intercepts for subject (SD = .18) and item (SD = .08), as well as adstiwilation
for the by-subject random slopes fdentical Cognate (SD = .07) andrial (SD =.03), and a
correlation parameter for the by-subject slopddentical Cognate and the by-subject random
intercept ( = .30). The standard deviation for the residual error was .26.

The final model contained five numerical predictdgaglish Primary Family Sze,
English Frequency, OLD, English Secondary Family Sze andPreviousRT), one factorial
predictor (dentical Cognate) and one interactioridentical Cognate: English Secondary Family
Sze). The relevant statistics and corresponding coefficients of the final ratdetported in
Table 3. The partial effects &hglish Frequency (panel a)English Primary Family Sze (panel
b), Identical Cognate (panel c)English Secondary Family Size by Identical Cognate (panel d),

OLD (panel e) an®reviousRT (panel f) of the final model are visualized in Figure 3.

(Table 3 and Figure 3 about here)

As expected, we observed facilitatory effects on response latencies fdmngtigh
Freguency andEnglish Primary Family Sze. Moreover, there was a significant interaction
betweenrdentical Cognate andEnglish Secondary Family Sze, showing inhibition for identical
cognates with increasing English secondary family size. The model dal eepeocessing
advantage for cognates in comparison to non-cognate controls. This facilitécinels
exclusively carried by the identical cognates: There was no sigrtifiifference between non-

identical cognates and controls (hence the inclusiddenofical Cognate in the final model
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rather tharCognate). Finally, PreviousRT andOLD emerged as significant predictors of
response latencies. The inhibitory effecPoéviouskRT shows that items are responded to slower
when the response latency of the preceding word item is long, while the inhilfiemtyod OLD
reveals a processing disadvantage for words with many close orthograjgjtibors Finally,

the positive correlation parameter for the by-subject random interceptaratahr slopes for

Identical Cognate indicate that slower participants responded less quickly to identical cognates.

Discussion

The results of Experiment 2 replicate the monolingual pattern observed inrismpel
with respect to both English primary and secondary family Biaglish Primary Family Sze
had a facilitatory effect on response latencies. This result extends greeabEnglish primary
family size effects in Dutch-English bilinguals of Dijkstra et al. (2005henprocessing of
Dutch-English interlingual homographs in English lexical decision to theisiuait cognates.
Importantly, this effect shows that the bilinguals in our study were sensitmerfghological
and semantic relationships for these words in their L2 and that they areveeositie
morphological productivity of these L2 words during reading. There was no indication tha
English primary family size effects varied with the degree of form apesiith Dutch words,
since no significant interaction betweenglish Primary Family Sze and eitheCognate
(cognates versus non-cognateshdentical Cognate (identical versus other items) was observed.

Further, as expected, the bilinguals were sensitive to the cognate sthgistohuli. A
cognate facilitation effect was observed that was entirely driven hglehécal cognates and
was absent for non-identical cognates. This dissociation between identical aniemorai
cognates is in line with predictions made by localist connectionist modelslAketBat predict

a gradual decrease in response latencies with an increase in sinolanonfidentical cognates
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and a steep decline in response latencies going from non-identical to ideogicates. This
prediction was confirmed by bilingual lexical decision data of Dijkstral.€R010; see also Van
Assche, Duyk, Hartsuiker, & Diependaele, 2009). However, it should be noted that more than
two-thirds of our non-identical cognates differed on two or three letter positigntotaato —
tomaat). This suggests that the amount of overlap in these non-identical cognates magemave b
too small to trigger a cognate facilitation effect for these items.

Importantly, similar to what was observed in the monolingual data, there was a
significant interaction betweddentical Cognate andEnglish Secondary Family Size, revealing
longer response latencies for identical cognates with a large secéeuidyysize. This shows
that, even though bilinguals process words in their non-dominant language, thexysitreesto
a larger chain of morphological relations, going beyond the primary famiy The finding that
the facilitation for identical cognates relative to non-identical cogreatd controls was
attenuated for identical cognates with a large secondary family size eaplbaed by
assuming a semantic origin of family size effects. The activated secdadaly members of
identical cognates are semantically unrelated to their target, and hens#tute activated
semantic noise. When the secondary family of an identical cognate is lavger, sponses are
produced relative to identical cognates that activate less semantncalhgruent information.

Again, similar to what was observed in the monolingual data, the question arises of why
the secondary family size effect is only observed for identical cognates aindhootidentical
cognates and controls. Anticipating the results of our computational modeling to Useseddsc
below, we will argue that the observed interaction between secondary femaignsl cognate

status is a consequence of the distributional properties of English.
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Interestingly, no effects ddutch Primary Family Sze andDutch Secondary Family Sze
were observed. This could be due to the fact that in this experiment, the Englishidakily
away part of the effect of Dutch family size (‘the winner takes it all'®. &fue that cross-
language family size effects are likely to be found in a paradigm in whiclhntiby/ fsize of the
target language is kept constant, and in which the family size of the non-tagyetdans
contrasted. A recent study by Mulder, Schreuder, and Dijkstra (2012) on argaaga family
size effects using behavioural and ERP measures indeed showed these cuoaggelafigcts in
lexical decision on cognates when the family size of the target languwesgeept constaht

The data of Experiment 1 and Experiment 2 was further analysed by means of'a GAM
(Generalized additive mixed model (Wood, 2006); see the Appendix for this analysig)thesin
same random effects structure as for Experiment 2, but with the additional grédist This
joint analysis supported the presence of an effe®Laf in the second but not the first
experiment(=-2.9). It also supported a reduction in the magnitude of the efféderiical
Cognate for the monolingualst & 3.8). However, with increased power, the main effect of
Identical Cognate reached significance € -5.2), indicating that, surprisingly, identical cognates
may have a processing advantage even for monolinguals. The interadtientichl Cognate by
Secondary Family Sze (t = 3.1) was not modulated further by an interaction Wwahguage
(monolingual/bilingual), indicating that across both experiments, the magnituake effféct of
Secondary Family Sze was highly similar, and restricted to identical cognates. The joint analysis
further revealed that monolinguals responded more quickly than bilinge=ai6.81), and that
the effect ofEnglish Frequency was stronger for the bilinguals< 3.7). A similar reduction in
the magnitude of the frequency effect as a function of response speed was obsBaageD

and Milin (2010) within a monolingual context across subjects. Finally, the joint anedysials
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a non-linear effect of0A (see Figure 1 of the Appendix), with slower RTs for words with a high
AoA and faster RTs for words with a Io&@A, and no effect in the middle range of the graph.
Importantly, the effect ofAoA only occurs for monolinguals, and not for bilinguals,
disconfirming the suggested explanation of the effect of cognate status snofeXoi.

In the Introduction, we asked whether the observed English family size effease to
the resonance of activation between family members and targets in tlomexigvhether these
effects can be explained by more general learning principles applied to speger&nce with
the words of their language. In the following section, we will first discussihi@ractive
activation models account for the observed effects. Then, we present aniaiexpliaination
in terms of computational simulations of the data of Experiments 1 and 2 with a model that

works with just a single forward pass of activation, naive discrimination learning

Simulation study

Within the framework of spreading activation, the MFRM model (Morphological llfami
Resonance Model; De Jong, Schreuder, & Baayen, 2003) was a first attempificaipec
model family size effects. This monolingual interactive activation modeamspfamily size
effects by means of resonance between lemmas (see also Schrewagre®, B 995) and the
semantic and syntactic representations to which these lemmas are liflesda\demantic
representation of a target word is linked to many associated lemmasrypiaméy members), a
large amount of activation spreads back and forth between this semantic regpicesant the

associated lemmas, gradually increasing the shared semantid@ctarat the activation level
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of the target lemma. Such resonance within the morphological family will thughathp rate
at which the activation of the target lemma increases, speeding up recognition

While this assumption of resonance of the model can account for the observedidacilitat
effect of primary family size, it cannot account for the inhibitory efedctecondary family size.
Baayen (2010b) argued that this inhibitory effect arises because secardayyniembers
generally activate semantic representations that do not overlap with thattafdet word, under
the assumption that lexical decision involves discrimination between senfigmétavant and
irrelevant meanings. Thus, activation of secondary family members shohsagpower does
not lead to faster responses to the tangek, because their activated meaning will not
strengthen the activation level of the target but rather compete with itetactive activation
models, such as MFRM, resonance between morphological family membersvesit dead to
facilitatory effects of family size. The MFRM fails to predict the bition from the secondary
family size, and also fails to provide an indication of why this effect would bected to
identical cognates.

For interactive activation models, there are two assumptions that must be mat# in or
to make the right predictions. The first assumption is that identical cognatelsamacterized by
two morphemic representations (rather than one), which are connected by intifkry
Recent evidence on French-English orthographically identical cognate$feters, Dijkstra,
and Grainger (2013) suggests that this is a viable possibility for iderdgadtes. By adding
inhibitory links between identical cognates, and by removing the links betweedertical
cognates and control translation equivalents, the observed pattern of resultsqmfubi
identical cognates, no facilitation from secondary family size els@ylan be obtained. The

second assumption lies in considering a task-decision system that can tasmsitsis on
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subsets of the activated representations, for instance, only on the basis of tlawgE sem
representations that are directly compatible with the target word. dggestion would be in

line with electrophysiological evidence from Mulder et al. (2012), who argue thaeH&Ps

for family size are different from ERP effects for orthographic neighbarsa® and associative
neighborhood size because of their semantic overlap with the target word.

Instead of explaining the effects of primary and secondary family sizenis td
interactive activation and task-decision level effects, in this paper, weskavhather these
effects can also be understood as a consequence of discrimination learnyeq. &aa. (2011)
proposed a model, the naive discriminative reader (NDR), that is a simplay®vaietwork
with as (localist) input units letter unigrams and bigrams, and as (Ip@altgut units, lexical
meanings. In this model, there is a single forward pass of activation, from themsub the
output units. The model is a decompositional model in the sense that complex words and phrases
are decomposed at the semantic level into the meanings of their constituena(edajley into
tea andtrolley).

The activation of a simple, mono-morphemic, word's meaning is obtained by summation
over the weights from its letter unigrams and bigrams to its meaning. Theiantaacomplex
words and word n-grams is obtained by summation over the activations of the component
meanings. Reaction times in the visual lexical decision task are modeled aslinver
proportional to this (summed) activation. The model does not posit any separatenteicsss
for morphemes, complex words, or phrases. Nevertheless, it correctly saptwle word
frequency effects, stem frequency effects, and phrase frequency &fecBaayen, Hendrix &

Ramscar, 2013). The model is theoretically anchored in the theory of discrimiraiiomg
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(Wagner & Rescorla, 1972; Ramscar, Yarlett, Dye, Denny, & Thorpe, 2010), adifmunby
the Rescorla-Wagner equations (see Appendix).

These equations, which formalize a substantial body of research on animal amd huma
learning, characterize the strength of the association of a cue to an oakanemplex
dynamic system, the behaviour of which changes over time as a function ofgegtrce. The
association strengths between cues and outcomes increase or decreaseglepdraiv well
the cues predict a given outcome. The magnitude of the changes in associatidim fstreng
given cue and outcome are smaller when there are more cues present at@tiérnihe NDR
model actually estimates the association strengths (weights)f{letters and letter bigrams) to
outcomes (meanings) by means of the equilibrium equations for the Rescateeéguations
derived by Danks (2003), obviating the need to simulate the learning process stgp bhist
opens the way for efficient estimation of the weights directly from lavgeoca.

It is worth noting that the weights are completely and exclusively detednby the
distributional properties of the input. In other words, estimation of the weightersnil@stic
given the model input, typically words (or word n-grams) and their frequermycafrence in a
corpus or lexical database. For monomorphemic words, such as the words examined in the
present study, the estimated activation of a given word's meaning proctezls the
intervention of free parameters. The activation of a word's meaning is coypnplede
exclusively determined by the weights from that word's letter ungeard bigrams to its
meaning, which in turn are determined completely and exclusively by the corpuslifomtiae
weights are estimated.

The NDR model differs in several aspects from connectionist models such @aritle t

model of Harm and Seidenberg (2004). First, the triangle model is more comprehasgive
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models the relation between orthography and pronunciation. The NDR in its current
implementation therefore offers an implementation of only a part of a much cfeitive
system. Second, the NDR model is a localist model that does not make use of hiddearnayer
it does not seek to understand higher-order generalizations in terms of pattartigation over
hidden units (see, e.g. Elman, 1990; McClelland & Rumelhart, 1986). Third, the NDR model
learns from ‘raw' language data; no transformations of frequency sudea by the triangle
model (equation 6) of Harm and Seidenberg (2004) are required. The NDR model has in
common with the triangle model that it seeks to understand lexical processing witkibungy
hierarchies of discrete form units for morphemes and words mediating thengné&ppn letter
sequences to meaning.

The primary family size effect arises in the NDR model because aswoailphological
family members provide a consistent learning environment that helps strerigthvesights
from the word's letter unigrams and bigrams to its meaning. For instezymat,andteasing both
contain the orthographic strirtep. In the case dieapot, the model strengthens the weights from
the unigrams and bigrams tef to the meaning ‘tea’, whereas in the caseeading, the weights
to ‘tea’ are decreased. The greater the number of family members, thesttageights from
the letter unigrams and bigrams to ‘tea’ become.

Understanding the effect of secondary family size is less straigltfdr&or compounds,
Baayen (2010b) observed complex non-linear interactions of secondary familythiread
family size and membership of the strongly connected component of the English compound
graph. Only a partial explanation of the secondary family size was predsaged,on the
observation that the orthographic similarity of modifier and head co-varibdhétpredictors in

the interaction.
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For monomorphemic words, the effect of family size has not been studied within the
framework of naive discrimination learning. Furthermore, the explanatiggested for
compounds do not carry over to simple, monomorphemic, words. If the NDR correctly paedicts
secondary family size effect for the words used in Experiments 1 and 2, theoukdsswpport
the hypothesis that the effect arises due to the distributional properties artdsimwthe

language in interaction with discrimination learning.

Simulation Experiment 1

For Experiment 1, a naive discrimination network was set up for 27049 orthographically
distinct lemmas with up to 10 letters from the CELEX lexical database, whitlyjepresent
18.1 million word tokens. The weights from the 721 letter unigrams and bigrams to the 16539
different constituent meanings were estimated using the equilibrium equattibasks
(2003), using thedl package of Arppe, Milin, Hendrix, and Baayen (2011). The activations of
the word meanings were obtained by summation over the weights from themegi@ams and
bigrams in the orthographic input to these meanings. Excellent results ady abtained when
simulated reaction times are defined as minus the logarithm of the iacts/athe logarithmic
transform, required to facilitate the statistical analysis, removedahtse skew from the
distribution of activations, and the change of sign is motivated by the straightdorwar
consideration that words that have been learned better (greater activatidr®) esponded to
faster (shorter latency). Slightly improved results ensue when not ortrgjet word's
activation is taken into account, but also the summed activations of competitors, which is
expected to speed responses (cf. the multiple read-out model of Grainger & 1986psTo
this end, we estimated from the data an activation threghol@.092 such that the summed
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activation of all meanings (except the target meaning) above this thresh@ihted maximally
with the observed by-item mean response latencies. The resulting actiwgtis® second

predictor of the response latencies, along with the activation of the targeinig@a.ge: In order
to estimate the relative weight of these two predictors, we made use ofrariael regressing

observed reaction time @ gerand oy,

log observed RT fo + 110g(atarge) + 2 ag (1)

resulting in the estimates -0.0124 farand -0.04577 fop, (bothp < .05). Simulated reaction
times were defined as the fitted values of this regression model.

In order to compare the simulated latencies with the observed latenciesculated
mean RTs for Experiment 1, which were also log-transformed. The correlatiosenetve
observed and simulated reaction times was @(92)(= 3.20;p = 0.0019).

In order to evaluate the extent to which effect sizes are comparaltie fbserved and
simulated reaction times, we regressed the simulated latencies on tlcéopsetiat reached
significance in the analysis of the observed latencies in Experiment 1: wqtebfrcy, primary
family size count, secondary family size, cognate status (identical, noticadecontrol) and
cognate status by secondary family size. Figure 4 plots the coeffi@gentading the intercept)
of the model fitted to the simulated latencies on the horizontal axis, and the eotsfif the
model fitted to the observed latencies on the vertical axis. Table 4 presentdfibeeotseof the

model fitted to the simulated latencies along with their correspomdialyie ando-value.

(Figure 4 and Table 4 about here)
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The correlation of the two sets of coefficients was Ot@) € 6.84;p = 0.0010). With
just 94 items, only the coefficients of frequency and family size readip@fiance for the
simulated latencies. However, the relative effect sizes are estimeturately, which indicates
that the effects of frequency, primary and secondary family size, assaElaate status, can all
be understood as arising in a dynamic system based on simple and well-understqadgpohc
learning that is exposed to the distributional properties of English form to meaappngs.

It is worth noting that virtually the same results are achieved by a maddias no free
parameters whatsoever, i.e., by a model that takes only the activation eg#terteaning into
account. The full model, however, fits well with earlier work on multiple-readoewidence for
lexicality. The present model shows that the insights originally formulatbthvhe interactive
activation framework can be integrated within the framework of naive disation learning.

To see why an effect of secondary family size arises in the model, tiveafirattention
to the pervasive role of compounding in structuring the English lexicon. Compounding is the
most productive word formation process in English, and most familial ties aieddayr
compounds. For instandea andbus are secondary family members through a morphological
chain carried by two compoundsa-trolley andtrolley bus. The secondary family size effect
hinges on the links in such chains, in the present exatnglley. \Whentrolley co-occurs with
tea, the weights from its unigrams and bigrams to the meaning ‘tea’ are keaadt Whenever
trolley occurs introlley bus, the weights frontrolley to ‘tea’ decrease and those for ‘bus’ are
strengthened.

More specifically, the weights dfolley to ‘tea’ co-determine the weightstea to ‘tea’

through the sums in the Rescorla-Wagner equali@assentcy Vj in equation (3) of the
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Appendix. Whertrolley occurs in few other compounds, the letter unigrams and bigrams of
trolley will contribute little to these sums for the outcome ‘tea’, other things being. égual
conseguence, the change in the weights on the connections from the letter siaiggdngrams
of tea to the meaning ‘tea’ will not be affected much. However, whalhey occurs in many
other compounds, and develops negative weights to ‘tea’, then the connection weights of
‘tea’ will be adversely affected. With reduced weights, activations deer@and hence simulated
RTs for ‘tea’ increase.

We cannot offer a detailed explanation, however, of why the effect of seconatdgy fa
size is restricted to the identical cognates, both for monolingual speakarglishEfor the
simulation, and, as will become apparent below, for Dutch-English bilinguals. éqjilyathe
co-occurrence patterns of orthographic cues and meanings in English atieasuichthe course
of learning, identical cognates acquire a processing advantage thaisésongth increasing

secondary family size.

Simulation Experiment 2

For the modeling of Experiment 2, we explored two different modeling strategies. T
first strategy pursues the idea that the experience with Dutch and Esglminpletely merged
into a single unified network. The second strategy explores the possibiliutet and English
have separate networks that are accessed in parallel. Both stratdggassmaf the same
English instance base as was used for Experiment 1, complemented by a Daiateibate that
we also derived from CELEX. As for English, only lemmata with less thanttetdevere
included, resulting in an instance base with 29802 unique lemmata representing 3&a7 milli
word tokens, and comprising 9486 different constituent meanings.
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When it is assumed that English is integrated into the network of Dutch (stidjelg
weights are calculated from the combined Dutch and English instance basws.thistjoint
instance base, we assigned the same meaning representations to the &hehtioatidentical
cognates in both languages. We defined simulated latencies as minus the lcactétien
(-log atargery @s in the simulation study of Experiment 1, resulting in a correlation with the
observed latencies of 0.2990) = 2.929p = 0.0043).

For the bilingual latencies, further inspection indicated a multiple read-outaagbypto
improve results, as was the case for Experimemh& summed activation of meanings other
than the targeted meanings exceeding an activation threshold of 0.31 turned out thotdhere
observed response latencies in a linear model regressing observed RT onfle@&R6;p =
0.0004) and the activatian exceeding the activation threshoftH -0.078;p = 0.0084).

The activatiorny was orthogonal to the lexical predictors, and captures subjects' response
strategies. It was estimated from the data by regressing the obs@iwedd? for a range of
thresholds and selecting that threshold value for which the largest (negatnad@tion was
observed.

We then regressef) out of the observed RTs. The model regressing the denoised RTs on
the lexical predictors provided a slightly better fit (the AIC improved ffB82 to -237). The
correlation of the denoised RTs and the activations of the meanings -log(a) wagd0)35 (

3.51;p =0.0007). Note that as a consequence of this denoising, the model for the Dutch-English
bilinguals has two free parameters, namely, the intercept and slope usges$soreout of the
observed RTs.

Next, we examined whether the relative effect sizes for the simula¢edikes resemble

the effect sizes for the observed latencies. We used the same modelapecifis for
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Experiment 1, regressing the simulated latencies on word frequency, primagcanday
family size, cognate status (identical, non-identical, control), cognats &ty secondary family
size, and OLD. Coefficients for observed and simulated latencies were higtelataat ( =
0.835;p = 0.0099). Table 5 presents the coefficients of the model fitted to the simulateitkste

along with their correspondirtgvalue ando-value.

(Figure 5 and Table 5 about here)

However, Figure 5 clarifies that the effect size of secondary fam#yferadentical
cognates status is much too small. This may in part be due to a non-optimal codindaifanans
equivalents in the morphological families of the two languages. Working witimibdel,
however, leads us to think that the Dutch system in this bilingual model is actinguasexcsf
noise masking the effect of the English system that was visible for the ingurads.

We therefore also explored strategy 2, according to which Dutch and Englisaraezlle
in two separate networks. When a word is read, its orthographic cues (lettamsand
bigrams) are activated. These cues activate meanings in both networ&gyi¥@m input, say
frog (‘kikker"), with orthographic cued(r, o, g, #f, fr, ro, og, g#), the activation of the meaning
‘frog’ is calculated for English, by summation over the weights from the oufg tmeaning in
the English lexicon, resulting in the English activatignThe activation of the corresponding
meaning in Dutchgp, was obtained in the same way. Note that strategy 2 remains compatible
with the hypothesis of non-selective access, as both networks are accessaitein par

For each network, we calculated an activation threshold, such that the summenbactivat
of non-targeted meanings with activations exceeding this threshold correktedathy with

the response latencies. The summed activation for Dagghfurned out to be a significant
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predictor of the response latencies. This was not the case for the sumivegtbadbr English

however. Log-transformed simulated reaction times were defined as

log simulated RT = -0.0107 lag{) — 0.01903 log{e) + 0.02910p. (2)

The three weights, the free parameters of this model, were obtained by médenknefir

regression model

log observed RF fo + p1 log(ap) + B2109(0e) + Sz aop. )

The correlation between the by-item observed and simulated reaction as@&s38 {(90) =
3.37,p=0.0011), indicating a good fit at the item level.

Interestingly, the coefficient @fyp was positive, indicating that Dutch-English
participants doing lexical decision in English are slowed by the activatiomppiopriately
activated meanings in their mother tongue. The positive slo@g,dor bilinguals contrasts with
the negative slope of the corresponding activation for monolinguals.

For evaluating goodness of fit at the level of effect sizes, we inspéetedirelation
between the coefficients of the regression models fitted to the observed aci@@¥pEs, which
indicated a satisfactory fit = 0.93, t(6) = 6.28y = 0.0008, see Figure 6). Furthermore, those
and only those coefficients that reached significance for the obsergrdiéat also reached
significance (alp < 0.10, i.e., significant in the expected direction) in the model for the
simulated latencies. Table 6 presents the coefficients of the model fittezldioriulated

latencies along with their correspondirgalue ando-value.
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(Figure 6 and Table 6 about here)

Strategy 2 clearly leads to a superior model, although at the price of otierad diee
parameter, and a more complex network structure. The improved results itltatdbe Dutch
and English networks are likely to be subject to domain-specific learning. Howleye
simulations with the NDR are based on task-specific data of a particgler kamguage. It can
therefore not be excluded that task-specific mechanisms have affectéaglelsiore
simulations are needed to clarify this.

In summary, naive discrimination learning is successful in accounting foarnyrand
secondary family size effects in both monolingual and bilingual procedsipgrtantly, the
NDR model reproduces the interaction between secondary family size and Idmgicae
status observed across both experiments. Furthermore, it also captures trstngradesintage
of identical cognates, even for monolinguals (an effect that the joint analysihaXpariments
revealed to be robust across the two groups of participants). The good fits obtained thdica
the effects of cognate status and family size (both primary and secoralabhg anderstood as
arising from a simple learning system (as defined by the RescorlaéVagmations) that is
exposed to language use. It is also worth noting that a joint analysis of thatedriatencies for
Experiment 1 and Experiment 2 reveals a significant interaction of word freggtenguage,
with a reduced frequency effect for monolingugls-(0.04), replicating the same interaction for

the observed latencies.
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Distributional analysis of data from the English L exicon Project

Modeling with naive discrimination learning suggests that the distributional pespeft
the English lexicon underlie the effect of secondary family size for idéotgaates. We
therefore investigated whether cognate (identical or non-identical)syeosn-cognate status is
predictable from the lexical-distributional predictors available to usdsiiegly, the one
predictor on which cognates and non-cognates were not matched, secondary Zamasy si
predictive, such that a higher secondary family size raises the probabdityord falling into
the non-cognate clags= 0.30t = 3.075,p = 0.0022%). This suggests that within the present
sample from the English lexicon, cognates are found in less dense regionkerictdegraph.
Within the set of cognates, secondary family size does not differentidterfbeatween identical
and non-identical cognates. This suggests that the naive discrimination modis! sigitdle
aspects of the form-meaning mapping that are beyond a crude connectivityarseash as the
secondary family size count. Nevertheless, it is clear that cogaaie & not orthogonal to the
distributional properties of the lexicon.

Further support for this conclusion is provided by a survey of a second, independent,
sample of cognates. Since only 6 of the 25 identical cognates in Experiment 1 ared 2 wer
monosyllabic, we selected as materials the monosyllabic, monomorphemic wordedrom
English Lexicon Project (henceforth ELP; Balota et al., 1999, 2007), that wereysig
studied in detail in Baayen et al. (2006). Each of the words (collapsing into one word type thos
conversion alternants that can be either a noun or a verb) was inspected and easlated
identical cognate if the word exists with exactly the same spelling imEbaglish and Dutch,

and if the word has at least one meaning in common in both languagearrig.Dutch can
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mean both the human upper limb but also “poor’, whereas in Eraglisklenotes the upper limb,
but can also mean "to supply with weapons'. Since the meaning ‘limb' is shath lgnguages,
armwas classified as an identical cognate. Whether words share a hlstadestor in the
etymological sense was not used as a criterion. The 2197 words in the data siseco?2dr
identical cognates, 554 non-identical cognates, and 1419 words that were unrelated.

An advantage of inspecting monosyllabic and monomorphemic words is that here,
neighborhood density and orthographic consistency measures are most precisergesr a
syllable word such aacohol, the a-priori chances of having an orthographic neighbor at a
Hamming distandéof one is much smaller than for a monosyllabic word su¢tnasBy
focusing on words with highly restricted phonotactic and orthotactic structureseshare
optimized for detecting possible relations between cognate status and phabaodic
orthographic similarity.

We opted for using the lexical decision data from the American megastuayaBahl.,
2007) instead of its British counterpart (Keuleers, Lacey, Rastle, Brysb@&2) because in the
US, speakers are more likely to be truly monolingual than in the UK. In the UK, chalidren
more likely to receive at least some education in a foreign language.

Table 7 and Figure 7 present the results of a logistic regression apatygiiting the log
odds of a word being an identical cognate. (Results for models predicting cogrsate non-
cognate status are similar, and are not reported.) Longer words arkedlys® Ibe identical
cognates, and the same holds for verbs as opposed to nouns. Furthermore, words beginning with

a voiceless segment have a greater probability of being an identicatecogna

(Table 7 and Figure 7 about here)
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Two orthogonal measures of neighborhood density and orthographic consistency taken
from Baayen et al. (2006) also reached significance. These med#titem)dPC2, are latent
variables constructed with principal components analysis from 10 highly colimesssures of
orthographic and phonological neighborhood density and consistency.

PC1 contrasts contrasted forward enemies (number of words with different pronumciati
for the same sequence of letters), with small positive loadings, with phonolagétal
orthographic neighbors (number of words that differ by a single phoneme ordetidrjends
(words with the same letter sequence and the same pronunciation), with large paoesitings.

This variable is correlated with the N-count neighborhood density measu@e357 {(2195) =
17.91,p < 0.0001), but outperforms this measure in all analyses reported below. The effect of
PC1 was linear, and indicated that words with many neighbors and more frequent neighbors a
well as more friends (both orthographic and phonological) are less likely to beadienti
cognates.

PC2 contrasts friends and spelling neighbors, which have positive loadings, with
backward enemies (words with the same pronunciation but a different spelling) andgloahol
neighbors, which have negative loading€2 entered into an interaction with log-transformed
written frequency in the British National Corpus. The partial effect ofiniesaction is shown in
Figure 7. Across most of the rangeRif2, the effect of frequency is inverse U-shaped. The
effect of frequency reaches its peak amplitude for the highest val@€20ofn other words, the
probability that a word is an identical cognate is greatest for words tlogtraegdium to high
frequency of use and that have many neighbors and many friends, but few backwaed anedm

few phonological neighbors (across both type and token-based counts).
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Other predictors discussed in Baayen et al. (2006) and availableamgtish dataset in
thelanguageR package (Baayen, 2010a) did not reach significance (including the classical N-
count measure for neighborhood density).

In summary, monosyllabic identical cognates are less likely to have ondrographic
and phonological neighbourB¢1), and when they do have many orthographic (but not
phonological) neighbors, they are protected by a high frequency of use. Fanthenigh-
frequency words are unlikely to be identical cognates when they have ntkmyabd enemies
and many phonological neighbors. Identical cognates thus appear to inhabit agicatoiohe'
in lexical distributional space where they are orthographically uniquessipns of the
phonology, with few phonological neighbors, and protected by frequency against loss of
discrimination against orthographic neighbors.

Finally, we consider the possibility that lexical decision latencies iEkLtiare co-
determined by cognate status. A GAM fitted to the log-transformed ledecaion latencies of
the young subjects in the ELP supports this possibility. Table 8 summarized thedl,
which improves on the model reported previously in Baayen et al. (2006). (The model also
supports an effect of secondary family size, in interaction with primaryyfame.) Visual
inspection of the smooths for frequency indicates that for monosyllabic wordsdbericy
effect is stronger for cognates than for non-cognates, especially in theflequeency range.
From the logistic model predicting cognate status, we know that low-frequegogtes tend to
be words with many backward enemies and many phonological neighbors, i.e., words with
increased phonological uncertainty. It is conceivable that this increased phoalolmgiertainty
concerning a word's pronunciation is responsible for the elongated responsiesdaie cognates

compared to non-cognates.
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(Table 8 about here)

For Experiment~1 and~2, we observed that identical cognates were respondéat to fa
compared to non-identical cognates and non-cognates, which raises the questmmeshy |
frequency cognates (including non-identical cognates, model not shown)oglget response
latencies than non-cognates in the ELP data set. We think the reason is that#héemtical
cognates in Experiment 1 and 2 have few backward enemi@écitfol, camera, sultan,
horizon, toilet, hotel, minister, opera, ego) and few phonological neighbors. As a consequence,
they are not subject to the costs of phonological uncertainty, and can be responded to more
quickly, exactly as predicted from the orthography by our NDR model.

These analyses allow us to conclude that cognates do not enjoy a spesah dtat
they would be “flagged' for special treatment in lexical processingathstegnates occupy
ecological niches where they maintain an orthography that tends to be péir@dplvonology
without many neighbors. Short low-frequency cognates, however, tend to come with more

phonological uncertainty, and a concomitant processing cost in lexical decision.

General Discussion

The aim of this paper was to investigate the co-activation of lexical ezpagi®ns in the
bilingual mental lexicon. Lexical representations can be related in marsy lmegrms of their
orthography or/and phonology, lexical representations might share a part or eveartipete

form (e.g., the English wordbok and Dutch wordoek). At the semantic level, lexical
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representations might overlap in meaning (e.g., the Englishbicyde and Dutch wordiets).

When there is overlap in both form and meaning, lexical representations might edéatdxtin
terms of their morphology (e.g., the English wabdsek andbookcase and, the Dutch words

boek andboekenkast). In this paper, we have explored the degree to which these different forms
of relationships play a role in bilingual word processing. We addressed this idso&ibyg at
primary and secondary L2 family size effects (due to morphological and semastiap) on

the processing of cognates by Dutch-English bilinguals.

We first tested English monolinguals on the selected stimulus materialsaie precise
primary family size counts in a lexical decision task (Experiment 1). Traes#/ size counts
were generated by bilingual Dutch-English participants. Given the high camdb@tween
family size counts for the cognate items generated by the monolingualsoaedyenerated by
the bilinguals, the new family size measure can be used with confidencest® fassity size
effects in both data sets. Moreover, applying the same measure to both dateas¢sithe
comparability of effects.

The new primary family size measure turned out to be a better predictor traigthal
CELEX family size counts. An overall facilitatory effect of primaaynily size was observed; a
secondary family size effect was observed for identical cognates ohlghar English
secondary family size led to inhibition for identical cognates.

In the data for Dutch bilinguals, facilitatory English primary famikeseffects were
observed for both cognates and English control items. These results demdmetiatech
bilinguals are sensitive to the primary morphological productivity of L2 wosxdending the
results of Dijkstra et al.’s (2005) study on interlingual homographs (e.g., wordsh#rattheir

form but not their meaning in two languages) to the situation of cognates. Dijkslraleserved
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facilitatory effects of the primary family size of the targegiaage in both English and Dutch
lexical decision. Our study replicated this effect for cognates.

Further, an important finding of our study is that Dutch-English bilinguals exexe
sensitive to the secondary family size of words of their L2. Similar to wasitolvserved for the
English monolinguals in Experiment 1, a higher English secondary familglsimed down the
processing of identical cognates. An inhibitory effect of secondary faméyfits well within a
semantic explanation of the family size effect as proposed by Mulder 2052)( and outlined
in the Introduction.

The finding that secondary family size only affected the processing oidalecdgnates
in both the bilingual and monolingual data was not expected. Though the direction of the
secondary family size effect (i.e., inhibition) is in accordance with tleetedf secondary family
size observed by Baayen (2010b) for English two-constituent compounds with small head
primary family sizes, it is not clear why there was no effect for Ehgnono-morphemic)
control words or English-Dutch non-identical cognates in either the monolingual lalitigeal
data.

We initially argued that, in bilinguals, secondary family size effeesrare likely to
affect the processing of cognates, and, specifically, identical cogredtes, than English
control words. The underlying reason for this assumption is that identical cogretémve
linked representations in the bilingual mental lexicon due to their formal overtlapveids in
their dominant language, and, consequently, the subsequent co-activation of items in both
languages would facilitate the spreading of activation to the primary amddsey family
members of the L2. In support of this, Experiment 2 indeed showed that English (L2) sgconda

family size only affects identical cognates but not non-identical cagaatk English controls.
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However, the finding that secondary family size only affects identicalateg in the
monolingual data as well does not support this argument. Moreover, a further surnessing
revealed by the more powerful omnibus analysis of both experiments was &aignifi
processing advantage for identical cognates not only for bilinguals bdbalsonolinguals.
This suggests that the observed effect of English secondary family sideritical cognates in
the bilingual data are unlikely to be a consequence of a facilitated spreadatiyatian due to
the co-activation of items in the non-target language and therefore an expldoathis effect
should be sought elsewhere.

Although the facilitatory effect of English primary family size carabeounted for by
interactive activation models such as MFRM, spreading activation alone canrzaoh é¢el
observed inhibitory effects of English secondary family size nor why it dfdgta identical
cognates. Without additional assumptions, spreading of activation between mor@idéogily
members in interactive activation models will always lead to faadtiyagffects. The effects
observed in Experiments 1 and 2 show that resonance of activation between indiegetly re
lexical items in the lexicon cannot be the mechanism underlying the slower Eespomgrds
with a larger number of secondary family members. It is worth noting thaetmadary family
size effect seems to challenge a simple multiple read-out mechanismgér&iJacobs, 1996),
according to which a lexical decision can be facilitated when many coorpetie highly
activated. Under such an account, one would expect secondary family membatiatie fac
lexicality decisions, instead of inhibition.

As we argued above, this problem with MFRM and interactive activation models more
generally can be resolved in at least two ways. First, by assumingeh#tal cognates have

two, mutually inhibiting, morphemic representations (Peeters et al., 2018nhds@&t more
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complex interactive activation models like BIA+ (Dijkstra & Van Heuven, 20823sk-decision
system could be involved that can make task- and trial-dependent decisions gytbakin
flexibly on multiple information sources (also see Mulder et al., 2012).

Alternatively, the results of Experiments 1 and 2 were simulated succgssfiiie naive
discriminative reader model, which replicated the critical intesaaii identical cognate status
by secondary family size. These simulations provide an alternative aéoobotv family size
effects arise, and the differences between interactive activation madelseaNDR model
indicate that they are not completely functionally isomorphic. Instead of beamas a
consequence of activation spreading in a network of lexical nodes, they ard¢aodlassa
consequence of the process of learning to map orthographic input onto meanings. Theoweights
the connections evolve during learning to optimally discriminate betweenediffi@meanings,
given the distributional properties of the language and its writing systeimich the learner is
exposed In this dynamic systems approach, it is found that primary family memipelrsote
facilitate learning, whereas secondary family members appear to teadeng more difficult.
As a consequence, response latencies in the visual lexical decision tsis@raefor words
with large primary families, but longer for words with large secondarylitmFor the present
data, our simulation studies strongly suggest that the inhibitory effect of segctady size
specifically for identical cognates is a consequence of how the distribupi@perties of
English happen to fall out for identical cognates. This conclusion is further supppttesl b
presented model predicting cognate status using the RT data from the EeglimlProject.

When working with interactive activation models, the question arises whethéy &arei
effects arise as a consequence of activation spreading among word foamsng word

meanings. For the primary family size effect, there is a growing bioelyidence, as discussed
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in the introduction, that word meanings are crucially involved. For the secondary $armil
effects, a semantic locus also seems more likely. As observed above, it isemgraic
account that straightforwardly predicts an inhibitory effect. In theditction of this paper, we
argued that the semantic (in)congruence between a target word andiliggriambers
determines whether facilitation (for semantically related meanhorgshibition (for
semantically unrelated words) is observed. In current interactive @ativaodels, such as BIA
or BIA+, the mapping between representations is based on purely formal (i.e.rapttiop
information links. In contrast, the NDR model works with a direct mapping from aethbig
cues to semantic outcomes. It is this direct mapping, crucially framechwhtiwell-motivated
learning regime of the Rescorla-Wagner equations, which enables it tonatmoeffects of
semantic (in)congruence, and as a consequence, for the observed primary and stouoitgary
size effects .

Within the framework of naive discrimination learning, the question of whether word
forms or word meanings are at issue does not arise, as the model rejects mogitemerd
forms as superfluous theoretical constructs. In this respect, the NDR nemtabies the
triangle model of Harm and Seidenberg (2004). Family size effects, both pandsecondary,
are now an emergent property of a dynamic system learning the mapjetigrsfand letter
bigrams to meanings.

Interestingly, the model that best fits the bilingual data is a model based separate
networks that are accessed in parallel. It is important to note that, even though thargweste
against the idea of a fully integrated bilingual lexicon, it is compatible thé hypothesis of
language non-selective access (cf. discussion in Van Heuven et al., 1998), anestidatehe

Dutch and English networks are subject to domain-specific learning. Thisatualstis
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consistent with the finding that associations between words within and betweeades@re
not necessarily identical in L1 and L2 processing (Van Hell & De Groot, 1998)sUjhiorts
the proposal that words such as cognates do not necessary have a fully sharedatpnese
the lexicon but that part of their, at least semantic, representation is edparBeeters et al.,
2013).

The simulation studies also integrated the notion of multiple read-out (Graintperoks,
1996) by including as a predictor the thresholded summed activation of competitdsghsi
monolinguals, this activation was facilitatory: Participants used thig#icth as evidence for a
positive lexicality decision. For Dutch-English bilinguals, however, thisaibn, restricted to
the Dutch network, was inhibitory, indicating that these participants found duliffo suppress
misleading information provided by their mother tongue. These results show thaivihe na
discriminative reader model can be extended with task-specific compomahitustrate the
more general point that the learning network in this model is only a small partusfharicher
cognitive system.

The simulation study in terms of naive discrimination learning is insightfeveral
ways. First, it clearly shows that simulations by interactive aaivahodels like MRFM and
BIA+ may result in qualitatively problematic outcomes as long as parts oftinerkde.g., the
mapping orthography on semantics or the decision component) are not fully implemented.
Simulations with more complete and complex frameworks like Multilink (Dgk&tiRekké,
2010) are therefore in order. Second, the innovative study on discrimination learnimggatese
here has focussed on structural issues (i.e., the mapping of orthography on setuangcs
learning) and has not considered how to simulate different patterns of tkatftdlow from

processing differences due to task demands. Models like BIA+ and the IC Boekeh (1998)
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explicitly include a task-decision system to account for systematiedggsndent variability in
empirical results across tasks. It remains to be seen how a naive disaimgening
framework can be extended to include a rich task system.

In the present study, following the multiple read-out approach, we have madestefirst
by showing that a task component specific to lexical decision can be istegrahe NDR
model, and that this integration results in a better fit to the observed respondedai#fecthink
it is impressive to see how far this new localist framework can come wittsiveple
assumptions, a minimum of free parameters, and full-scale corpus data.

Finally, the NDR model provides an intriguing new perspective on what a |etabrk
might look like. The intuitive and familiar representation of a lexical networkddy is that of
a graph with words as vertices and lexical (familial) relations as eldiggsch a framework, the
primary family size measure captures what in graph theory is ch#egtige degree of a vertex.
The network of the NDR, by contrast, is much simpler in structure, with edges fitoography
to meaning, but with no edges between semantic vertices. What the NDR shows is that
nevertheless the Rescorla-Wagner learning principles allow a singlayer network to
absorb in its weights many of the semantic properties that in the famikaaétive scenario take
place between word vertices. The challenge for future research is tateepdreffects that truly
belong to the Rescorla-Wagner network learning to map form onto meaning, frora #fédct
are a genuine part of the network of relations between the meanings themselves.

To summarize, our study is the first to investigate and model both primary and sgconda
family size effects in monolingual and bilingual word processing. Afterldpivey a more
sensitive measure for English primary family size effects, we oldefiects of both the

primary and secondary family size for cognates in English visual ledecgsion, for both
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monolinguals and bilinguals. The simulations were a first step to model princhseaondary
family size effects in both monolingual and bilingual word processing within thetvark of
naive discrimination learning. Whereas interactive activation models atengjea by the
inhibitory effect of secondary family size for identical cognates, ndis@imination learning
provides an adequate account for the observed primary and secondary famifgsigeard the
latter's interaction with cognate status. Our study shows that, despitergltofigency in
English compared to monolinguals, Dutch bilinguals show the same surprising iatecdict
secondary family size and cognate status. Apparently, bilinguals ar dthligd lexical
networks for their second language that are remarkably isomorphic with v keof

monolinguals.
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Appendix

Formal definition of secondary family size

A formal definition of the secondary family size of a warde.g.,horse in Figure 1)
proceeds as follows. L& denote the set of bimorphemic words shatings a constituent (the
word with the constituents in light blue in Figure 1). This set includes all wortigowit first or
in second constituent position. L@tdenote the set of all words sharing at least one constituent
with a word inF (all words with constituents that are colored in Figure 1; notédta®). The
secondary family size is defined as the cardinality of the set of V@withéch contains all words

in G that are not irF (the words with a constituent represented by a dark blue vartégure 1):

S=G\F. (1)

Just as the primary family size measure, the secondary family seseireas log-transformed to

remove a strong rightward skew from its distribution.

67



Formal description of the Rescorla-Wagner equations

Let PRESENTXt) denote the presence of cue (letter unigram or letter bigram) or
outcome (meaningX at timet, and ABSENTX, t) denote its absence at tim& he Rescorla-
Wagner equations specify the association strength (or wai§Htdf cueC; with outcomeO at

timet + 1 by means of a recurrence relation

‘;H—l = ‘*lt < A"lt

(2)
The change in association strengti' is defined as
0 if ABSENT(C, 1)
AV =2 81 (A — Epsamiss.o \_}) if PRESENT(C';,t) & PRESENT(O, 1)
ifla (0 — Cupuenriey.0 Vi) 1 PRESENT(C}, 1) & ABSENT(O, 1) )

Standard settings for the parameters;arel, allo's ands's equal to 0.1.
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[temsused in Experiment 1 and 2

Between parentheses are the values of the new family size measuredbtain the Family

Size Generation Study

Identical cognates: alcohol (5), ark (0), baron (5), camera (5), chaos (2), ego (11), flora (4),
globe (5), god (9), horizon (3), hotel (4), lip (6), minister (11), moment (5), norm (14), opera (4),
oven (4), psalm (3), shirt (12), sultan (1), tent (1), toilet (8), truck (2), villa (0), voldjme (

English non-identical cognates. admiral (2), advice (8), altar (1), athlete (2), bible (5), camel (3),
canal (2), cigar (6), coffee (7), flesh (8), friend (10), honey (9), jewel (1pmié), method (7),

pill (2), planet (3), prince (4), soup (7), sword (7), tea (25), thief (5), tomato (4), tohigyedr

9)

English control items: fame (6), throat (6), gun (21), eagle (6), duke (5), widow (3), silk (4),
berry (11), fate (9), funeral (4), bench (8), basket (7), lion (5), lad (1), wife (Sg (&), horse
(36), skill (4), donkey (1), torch (1), cellar (3), pigeon (2), bird (26), road (20), animal &) arr
(2), loss (3), thigh (1), engine (6), window (6), cattle (1), spine (5), carrot ig)6da guilt (6),
dusk (1), spider (5), muscle (5), cab (4), wood (37), chest (3), faith (8), wealth €)1 3gllaw
(18), frog (7), giant (1), cave (5), peace (16), heaven (4)
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Joint analysis of bilingual and monolingual data including AocA

Table 1.Coefficients of the main effects and interaction effects of the GAM. together with the

estimate, standard error, t-value, and p-value. The reference values for Identical Cognate are

False and Group=Bilinguals. For the non-parametric part of the model, the smooth terms are

presented, along with their effective degrees of freedom (edf), reference degrees of freedom

(Ref.df), F-value and p-value. Note that the interaction of Trial by Subject is presented by their

shrunk factor smooths, and that smooth term for Word represents the by-word random inter cepts.

Estimate Std.Error

t-value p-value

Intercept -0.7977 0.0866 -9.21 0.0000
Group=Monolinguals -0.4874 0.0773 -6.31 0.0000
English Frequency -0.1575 0.0196 -8.03 0.0000
English Primary Family Size -0.0533 -0.0179 -2.98 0.0029
English Secondary Family size -0.0009 0.0050 -0.18 0.8568
Identical Cognate=TRUE -0.1831 0.0351 -5.22 0.0000
Previous RT inverse 0.2180 0.0131 16.62 0.0000
OLD -0.0645 0.0226 -2.86 0.0044
Group=Monolinguals by OLD 0.0506 0.0215 2.36 0.0183
Group=Monolinguals by Identical Cognate=TRUE 0.0921 0.0244 3.77 0.0002
Group=Monolinguals by English Frequency 0.0758 0.0193 3.65 0.0003
Identical Cognate=TRUE by English Secondary Family Sized.0287  0.0093 3.10 0.0020
Smooth terms edf Ref.df F p-value
s (LogAoA): Groupbilinguals 1.00 1.00 1.36 0.2444
s (LogAoA): Groupmonolinguals 5.46 6.35 4.48 0.0001
s (Trial, Subject) 54.53 296.00 2.00 <0.0001
s (Word) 62.00 91.00 2.37 <0.0001
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Figure 1. Non-linear effect of Age of Acquisition (log-transformed) inntie@olingual group.
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Footnotes

Footnote. However, Yarkoni, Balota, and Yap (2008) observed that OLD-20 produced a
positive coefficient in their monolingual data. In other words, faster responsesbserved

when words are more similar to other words. In our bilingual data, the reveesa pat

observed (see also Ferrand et al., 2011, who observed that OLD-20 had little influence on the
processing of French monomorphemic words tested in Chronolex). The discreparesnbet

these results illustrate the inconsistency in findings reported in thedrei@ncerning effects

of orthographic similarity (see Ferrand, 2001, for a review). These incongstemay be due to
several factors, including the distribution of neighbors across the differemtdetitions in the

word and across languages. Furthermore, due to OLD’s dependency on a fixed set of 20 words

may conflate neighborhood density with word frequency (Schepens et al., 2013).

Footnote'. Note, however, that cross-language effects of Dutch orthographic neighborhood size
were observed in English lexical decision with Dutch-English bilingualsactarial design in

which both the English and Dutch neighborhood for English non-cognate words were varied
(Van Heuven, Dijkstra, & Grainger, 1998). More research is needed to clarifypdiacies

between different cross-language effects.

Footnote". A generalized additive model (GAM) is an extension of the general linear thadlel
allows the modelling of non-linear relationships between one or more predictors and the
dependent variable. It consists of a parametric part that is identical tf ¢hatandard
(generalized) linear model, and a non-parametric part that provides functiomgdelling non-
linear functional relations in two two or higher dimensions. GAMs are espeasaful for the

modelling of interactions of numerical predictors. Whereas multiplicatiegeaations in the
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generalized linear model impose a very specific (and highly restrictecfiénal form, the so-
called tensor product smooths of GAMs make it possible to fit wiggly regressifaces and

hypersurfaces (see Wood, 2006, for further details).

Footnote”. The Hamming distance between two strings of equal length is the number of
positions at which the corresponding symbols are different. In other wordsgstime the

minimum number of substitutions required to change one string into the other.

Footnote’. For simulation studies with naive discrimination learning addressing thalcruci
importance of language-specific distributional properties for understandiss-linguistic

differences in the effects of letter transpositions, see Baayen (2018ponse to Frost (2012).
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Figure captions

Figure captions

Figure 1 Activation of primary and secondary family members of the target word
horse. |r1 Figure 1, a target word, horse, is represented by a grey vertex in a directed graph.
The directed edge connecting horse to fly indicates that horsefly is an existing compound. The
constituents of the compounds in the primary family size of horse are shown with light blue
vertices. |If activation spreads along the edges of the graph (in both directions, the orientation
of the edges only serves to indicate the order of modifier and head), then after having spread
into the primary family, it might spread further, leading to the activation of further,
semantically more distant, compounds such as flypaper, hairbrush, and cocktail. These more
distant compounds are the secondary family members. |n Figure 1, the constituents of these
secondary family members (When not shared with compounds in the primary family) are

represented by dark blue vertices.

Figure 2 Partial effects of the significant predictors on response latencies in English lexical

decision Experiment1 (monolir\guals).

Figure 3 Partial effects of the significant predictors on response latencies in English lexical

decision Experiment 2 (bilinguals).

Figure 4 Simulated and observed coefficients for the regression models fitted to Experiment

1.



Figure 5 Simulated and observed coefficients for the regression models fitted to Experiment

2, using a single integrated network.

Figure 6 Simulated and observed coefficients for the regression models fitted to Experiment

2, using two separate networks.,

Figure 7 |_og odds for identical cognate (Ieft panels) as a function of written frequency by
PCZ The left panel present the partial effect of the tensor smooth. One standard error
confidence regions are denoted by dotted green lines (up) and dashed red lines (down). The
right panel presents a contour plot of the same surface, with darker green indicating a lower
log odds for cognate status, and colors in pink and white indicating higher log odds for

cognate status.






Figure 2
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Figure 3
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Figure 4
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Figure 5

coefficients observed latencies
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Figure 6

coefficients observed RTs
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Figure 7




