Quantitative aspects of morphological productivity™
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1. INTRODUCTION

Research into the phenomenon of morphological productivity, “the possi-
bility for language users to coin, unintentionally, a number of formations
which are in principle uncountable” (Schultink 1961), has mainly focused on
the qualitative factors which jointly determine the productivity of word
formation rules, It is well known that word formation processes are subject to
various syntagmatic conditions. Booij (1977) develops a typology of such
conditioning [actors, distinguishing between rule-specific and rule-indepen-
dent restrictions on the one hand, and between restrictions pertaining to
phonological, stratal and syntactic charactenistics on the other.! The rile of
pardigmatic factors is discussed in van Marle (1985). He points out that
(roughly) synonymous affixes tend to select their base words from comple-
mentary domains, Hence they can be analyzed as mutually affecting their
respective degrees of productivity.

Other kinds of conditioning factors involved are semantic coherence and
contextual appropriateness. The importance of semantic coherence is stressed
by Aronoff (1976). He shows that there is a direct link between semantic
coherence and productivity. The words generated by the more productive
rules are semantically highly predictable, formations covered by the less
productive and unproductive rules are often characterized by various unpre-
dictable readings. When complex words assume such diverse meanings that
the core meaning of the morphological category becomes opaque, this may
cause speakers to become uncertain as to the semantic function of the corre-
sponding word formation rule, with the effect that they are less likely to use
it. Van Marle (1988) argues that the Dutch suffix -lijk, as in waarlijk ‘truly’,
has lost its productivity in precisely this way.

The role of contextual appropriateness is explicitly taken into account in
the version of Coseriu's (1970, 1975) theory of ‘System, Norm und Rede’
developed by Burgschmidt (1977). Burgschmidt discusses the phenomenon
that the extent of use of well-formed complex items is a function of the social
context. For instance, while rentenempfangberechiigt ‘pensionable’ is accept-
able in the context of official language, the use of suppenempfangberechtigt
‘entitled to receiving soup’ in the family circle is ridiculous. With respect to
derivation, we may mention the Dutch suffix -erd, which is used to coin
slightly pejorative personal names in Dutch such as bangerd and dikkerd
from bang ‘afraid’ and dik ‘fat’, respectively. Interestingly, this suffix shows
up with only seven types in the written language of the Eindhoven corpus
(henceforth EC), a corpus of some 600 000 word forms. Even though -erd is
judged to be productive (see e.g. Schultink 1962: 200—205), it is not exten-
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sively used in written language, which usually requires a more formal style in
which such formations are inappropriate. In other words, for a word forma-
tion rule to be fully productive, it should be appropriate in a sufficiently
broad range of styles. In fact, speech style is but one of a number of non-
linguistic factors which may codetermine the productivity of word formation
rules, such as the socio-economic status of the language user, his or her
attitude towards the morphological processes of the language,’ and the
pragmatic factor of the usefulness of the concepts associated with the
complex words generated by a given rule. For instance, van Santen and de
Vries (1981) argue that the absence in dictionaries of Dutch of many
formations in the productive suffix -srer, which forms female personal nouns,
is due to the low pragmatic usefulness of such female personal names.® In
what follows, I will use the expression ‘extent of use’ to refer to the combined
effects of these various non-linguistic factors on the ‘global productivity’ of
word formation rules, that is, the overall productivity as the outcome of the
interaction of linguistic and non-linguistic factors.

The notion of morphological productivity has received considerable
clarification from the study of the various kinds of restrictions which have
been found to condition word formation rules. In a qualitative sense, the
productivity of a word formation rule can be said to be inversely propor-
tional to the number of conditioning factors in force (Booij 1977). Never-
theless, the quantitative outcome of the interaction of the — often highly
heterogeneous — conditioning factors has remained rather obscure. The aim
of the present paper is to clarify some of the issues involved in the quantifica-
tion of morphological productivity. In Section 2 three complementary
measures of morphological productivity are developed, which make use of
the statistical information contained in the empirical frequency distributions
of morphological categories in text corpora. Section 3 relates our findings to
the theory of the mental lexicon, and Section 4 reviews three models in
which the relevance of token frequencies is recognized, the models devel-

oped by Anshen and Aronoff (1988), Bybee (1985, 1988) and Rumelhart
and McClelland [1986),

2, THE QUANTITATIVE ANALYSIS OF
MORPHOLOGICAL PRODUCTIVITY

Any measure of morphological productivity that is of linguistic interest will
have to satisfy a number of requirements. First, such a measure should
provide a ranking of word formation processes that is in general corre-
spondence with a ranking based on linguistic intuitions, For instance, a
measure that ranks the degree of productivity of English -ity above that of
English -ness is clearly unsatisfactory. Secondly, such a measure should
express “the statistically determinable readiness with which an element enters
into new combinations.” (Bolinger 1948: 18), Third, taking into account
those formations which are characterized by formally or semantically idio-
syncratic properties should have the effect of lowering the value of the
productivity measure. And fourth, such a measure should shed light on the
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empirical fact that productivity cannot be simply measured in terms of type
frequencies. Consider, for instance, the Dutch suffixes -sef, judged to be
productive by Geerts et al. (1984: 93), and -re, judged to be unproductive by
Schultink (1962), which are found with roughly the same number of types,
44 and 39 respectively, in the EC. Even more striking is the fact that action
nouns with vocalic alternation, such as spel from spefejl-en ‘to play’, are
represented by some 100 types, that is roughly 2.3 times the number of types
in productive -sef, even though vocalic alternation is an unproductive process
in modern standard Dutch. L

In order to come to grips with the quantitative aspects of productivity, an
analysis of the word frequency distributions of morphological classes is
required. This implies that, in addition to a simple count of the numb_ar ui‘l
different formations with a given affix, we also have to take the frequencies of
use of these formations into account. Some authors, for instance Schultink
(1961) and Rainer (1988) have argued that token frequencies are irrelevant
to the problem at hand. Others, notably Harwood and Wright (1956),
Bradley (1979), Bybee (1985) and Anshen and Aronoff (1988) have sought
to relate productivity and token frequency. Following their lead, we will
subject the type and token frequencies of the formations in a given affix to a
principled statistical analysis, and show that productivity and frequency are
indeed closely correlated.

In what follows. we will make use of two corpora, the Dutch Eindhoven
corpus (EC), and the English Cobuild corpus (CC). The EC is a corpus of
some 600 000 word forms of written language. It covers text fragments taken
from daily and weekly newspapers, from magazines, popular scientific prose
and novels (see Uit den Boogaart 1975). The CC, with 18 000 000 word
forms, is taken from both spoken and written language (25% spoken, 75%
written), and contains predominantly British Enghsh. It covers “broadly
general, rather than technical, language, current usage, from ]'-.iIIE-l}, a_nd
preferably very recent; ‘naturally occurring’ text, not drama; prose, including
fiction and excluding poetry; adult language, 16 years and over;” (Renouf
1987: 2). The use of corpora is motivated by the fact that they offer
information about the token frequencies of the types, and by the fact that
they are more trustworthy than dictionaries with respect to the words in
current use. On the one hand, corpora contain words of the sort that
dictionaries typically do not list, notably words formed with highly produc-
tive affixes. On the other hand, as pointed out by Anshen and Aronoff
(1988: 645), dictionaries may list words which are not used in actual speech.
Even though Walker (1936) lists 23 words in -ivity and 27 words in
-ibleness, only the words in -ivity are attested in the Kucera and Francis
(1967) corpus. Piie

The first step towards a quantitative analysis’ of productivity is to select
from some fixed corpus all occurrences (tokens) of the formations (types)
with the morphological constituency of interest. Let V' denote lhcl number of
such types, and N the associated number of tokens. The V types in a sample
can be ranked according to decreasing token frequency f, such that f = f,
forall i (i =1,2,..., V). Types with the same token frequency are ordered
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arbitrarily. For instance, the frequency distribution of simplex nouns in EC
could be summarised as shown here for the first ten types.

jaar  f,=1237 ‘year’ dag  £=577 ‘day
mens =923 *human’ plagts  f, =483 ‘place’
man L=743 ‘man’ hand  f, =472 ‘*hand’
tijed fi=0671 ‘time’ land [, = 464 ‘land’
vrouw ;=603 ‘woman’ heer  fio=413 ‘lord’

A more concise form for summarizing the data is to group the f; such that
all n, types for which f, = r are brought together in a frequency class r. The
frequency classes are then listed according to increasing rank r, yielding a so-
called grouped frequency distribution. The grouped frequency distribution of
words with the Dutch suffix -heid, which forms abstract nouns from adjec-
tives (e.g. snefheid ‘speed’, from snel ‘quick’), as found in the EC, has been
listed in Table 1. The general shape of this grouped frequency distribution is
not unfamiliar from literary studies on texts as a whole (see e.g. Herdan
1964). Note that this distribution is highly skewed to the lower ranks r: the
value of n, decreases for increasing r, rapidly for the lower values of r, slowly
for the higher ranks.

The grouped frequency distribution is a rich source of information. To
begin with, the number of tokens N and the total number of types V' in the
sample is obtained from the grouped frequency as follows:

(1), N=Lm,

r

(2) v==Ln,

r

Applied to the above distribution of abstract nouns in -heid, the 466
different types are obtained by summation of the entries in the columns of
Table 1 labelled n,. By first calculating, for each frequency r, the number of
tokens rn, that the n, types with this token frequency r contribute to the
overall distribution, followed by summation for all frequencies » over the
products 7, the total number of tokens N is obtained.

At this point we should pause to note that the way in which we have

Table L. Grouped frequency distribusion of -heid (EC)

r i, r n, r n r n, r n, P n,
1 256 . L 5 47 2 L
L CHNE e o 2% ol 49 1 106 1
TR T 13 %9 2 54 1 114 1
i w8 w5 it 2 w8 69 1 163 1
5 i 1 i 2 1 71 1 - -
T oy 2% . 1 43 1 R - -
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obtained our data involves two sampling stages. In the first stage, some
corpus is selected, a corpus which, ideally, is a representative sample of the
language under investigation. In the second stage, a subset of tlukc:ns is
extracted from this corpus, namely, all word forms (tokens) with some
particular affix. We will refer to the corpus as the frame sample,tand to the
extracted set of tokens as the item sample. It is important to realize that the
values of N and V, as calculated from the item sample, depend on the size of
the frame sample. For larger frame samples, larger values of N and V are o
be expected for the item sample. Consequently, for some fixed morphological
process, V' can be viewed as a function of N: for increasing numbers f:t'
tokens in the item sample, obtained by increasing the frame sample, V' will
also increase. 0 Y

In the light of the fact that V' is a function ufl N, and writing Tr’i'_* to
emphasize this fact, the mathematical characterization of this function is of
interest. Figure 1 shows that V™) is a non-linear function of N. Attempts to
express * as some simple function of N, for instance, Herdan's (1964: 14_5—
147) ‘law’ V = N®, fail, especially for large values of N (for a datal}ed
discussion see Baayen 1989). This is unfortunate, since su-.::hl a funcltmn
would yield the means to obtain two important characteristics of item
samples, namely (i) an estimate of the growth rate of 1 at any point N, and
(i) an estimate of the number of types § in the population being sampled.
Both this estimate of the growth rate of ¥ and the estimate of § are relevant
with respect to the quantitative analysis of productivity. The growth rate is a
measure of the likelihood of coming across new types, and hence a promising
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Figure 1. The growth curve of -heid in the EC (N = 2251, ¥ = 466). The growth rate of V
for sample size 1000 can be expressed in terms of the slope AVAN = 0.177 of the tangent to
the curve in the poine (1000, 299).



114 Harald Baayen

statistical measure of the degree of productivity. An estimate of § allows us
to compare the number of attested types with the number of possible types, a
comparison which sheds light on the extent to which the number of actual
words exhausts the number of possible words.

In principle, the growth rate of V¥ at a particular sample size M can be
obtained by calculating the derivative of '™ in the point (M, M0, that is,
the slope of the tangent to the growth curve of ¥ at sample size M. Figure 1
illustrates this idea. On the horizontal axis we have the size of the item
sample N, the number of tokens with — in this case — the suffix -fieid in the
EC. On the vertical axis the number of different types V is plotted. The
number of types V increases with N, quickly for the lower sample sizes,
slowly for the larger ones. For N = 1000 we count 299 different types. The
tangent to the growth curve of V¥ in the point (1000,299) characterizes at
what rate new types are being encountered during the sampling process at
the tlmel that N equals 1000. For smaller values of N, the steepness of the
tangent increases, for larger samples it decreases. This corresponds with the
fact that in the initial sampling stages most tokens entering the sample
represent new types, while as the sampling process continues the probability
that a given type has not been encountered before steadily decreases. Since
the steepness of the tangent is expressed by its slope, the growth rate of ¥
can be formalized as A /AN,

The population number of types § is the second statistic of interest.
Mathematically, § is estimated by considering the limit of V' for N — o,
that 15, by calculating the number of types that in theory are expected to
occur in a sample of unlimited size. There are two possible outcomes here,
The growth curve may flatten out, implying that the number of types in the
population, the size of the set of morphologically possible types, is finite. Of
course, the limiting value of ¥ may be quite small, indicating that an
unproductive morphological category is sampled, or it may be very large, a
state of affairs that would indicate that a productive process is being
ﬂlnalysed. The other possibility is that the growth curve does not have a finite
limit. In that case we are dealing with a very productive process that theo-
retically gives rise to an infinite number of possible types.

What we need, then, in order to obtain reliable estimates of both the
growth rate of V for a given sample size, and of the limiting value of ¥, is a
mathematical description of the growth curve itself. In Section 2.1 a tech-
nique is introduced by means of which an estimate of the growth rate of ¥
can be obtained. It will be shown that this growth rate does extremely well as
a measure of the degree of productivity. In Section 2.2. a statistical theory
based on Zipf’s law is discussed by means of which estimates of the possible
number of types § can be calculated. The results obtained shed new light on
the relevance of the notion ‘number of possible types' for the theory of
productivity. In Section 2.3. we turn to the interpretation of V, and introduce
the notion of ‘global productivity’,
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2.1. The growth rate 7 of the vocabulary V'

The growth rate of ¥ for a particular sample size M can be obtained by
differentiating the function '™ in the point (M, V™). Unfortunately, there
is no simple formula that expresses V() in terms of N. However, it can be
shown (Kalinin 1965, Good and Toulmin 1956, Efron and Thisted 1976)
that F'", the number of types for arbitrary sample size N, can be expressed
as a function f of F* and nﬂH], r=1, 2,...,for some fixed value of M for
which these statistics are available:

@y PR gl

In other words, when we know the size of a given item sample, M, and given
the number of different types ¥ and the numbers of types that occur once,
twice, etc. in that sample, we can in principle calculate the number of types
expected to be counted in other item samples of size N, N # M given the
funection f Note that essential use is being made of the way in which the N
tokens of the item sample are distributed over the various types: rather than
expressing F'™V) directly in terms of N, we are making use of the extra
information contained in the grouped frequency distribution.

Given the function f; the growth rate of the vocabulary can be obtained by
differentiation. Interestingly, the resulting growth rate % = ' for sample
size MV is estimated by the simple expression

(4 F=n/N,

where #, is the number of types occurring only once in the item sample of N
tokens, the so-called hapaxes. Returning to Figure 1, this theory implies that

AVAN =n /N

In fact, the slope of the tangent to the growth curve in (1000, 299) in Figure
1, 0.177, was calculated on the basis of (4). That a reasonable tangent to an
empirical growth curve is obtained suggests that the theoretical model under-
lying the derivation of (4) is sensitive enough for the present purpose. An
important property of # is that it expresses in a very real sense the
probability that new types will be encountered when the item sample is
increased. Hence it is not simply a summary statistic like e.g. the mean token
frequency that characterizes the central tendency of the distribution. The
main interest of #° is that it is the quantitative formalization of the linguistic
notion of morphological productivity. As such it satisfies our second criterion
for a sensible quantitative measure of productivity, namely that it express the
statistical readiness with which new formations are encountered.

We can test whether % provides a measure that ranks affixes according
to their degree of productivity in a way that accords with linguistic intuitions
by applying it to sets of rival affixes. The choice for rival affixes is motivated
by the fact that for such affixes, which attach to and form words of the same
category, and which have more or less the same semantic contribution,
effects on the degree of productivity arising from differences in the extent of
use or from differences in word category are largely eliminated. Hence the
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differences in productivity being measured are most closely related to the lin-
puistic factors determining the qualitative productivity of the rules involved.
Table 2 lists the number of tokens N, the number of types V, the number of
hapaxes n; and the growth rate % for the Dutch rival affixes -re (warmite
‘warmth’) and -heid (snelheid ‘speed’), and the English suffixes -ness (happi-
ness) and -ity (purity). For both languages the data on the category of
simplex nouns have been added, since these categories are unproductive by
definition: there are no morphological word formation processes by means of
which the sets of simplex items can be extended. Hence the growth rates of
such sets provide a means for weighting the growth rates of the sets of
morphologically complex formations. For complex words using a productive
word formation process, a growth rate that is significantly larger than that of
the simplex items of the same word category is expected. For unproductive
formations, the growth rate should not significantly exceed that of the
corresponding simplex class. These predictions are born out by Table 2. We
find that the productive suffixes -heid and -ness show up with the highest
growth rates. For these suffixes, the probability that new formations will be
encountered when the item sample is extended is largest® In contrast,
unproductive -fe has a growth rate that is only marginally larger than that of
Dutch simplex nouns, as shown by the & wvalues in Table 25 This is in
accordance with the general assessment that this suffix is not, or only
marginally productive. Turning to the English data, we find that the growth
rate of -ity, 0.0007, is roughly 1/6 of that of -ness (0.0044). This is in
accordance with the fact that -ity is less productive than -ness (Aronoff
1976). On the other hand, the growth rate of -ify is far larger than that of the
English simplex nouns than in the case of Dutch -fe (by a factor 7.1 for -ity,
1.6 for -te). This is in line with the fact that, although -iry is less productive
than -ness, it is not unproductive, especially when it attaches to adjectives in
-ic, -al, -able/~ible” These comparisons illustrate that % provides a correct

Table 2. # for de-adiectival absiract nouns in English and Dutch. Note the difference in the
frame sample size F, 18 000 000 for English, 600 000 for Duich

affix N ¥ fty > & ratios productive
English (F = 18 000 0040)
simplex nouns 2142828 5543 128 0.0001 1.0 =
-ity 42252 4035 9 0.0007 7.0 B
=Mess 17 481 497 7 0.0044 44.0 +
Dutch (F = 600 000
simplex nouns 37 836 1495 294 (LO0E 1.0 =
-te T58 ) 10 0.013 1.6 =
~heid 2251 46 256 0114 14.2 +
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ranking of affixes according to their degree of productivity, thus satisfying
our first criterion for a quantitative measure of productivity,

The third and fourth eriteria are also met. First consider the effect of the
presence of idiosyncratic formations on the value of . Since such forma-
tions typically have high token frequencies — a well-known fact discussed in
Aronoff (1976, 1982) — their presence raises N, without influencing n,.
Hence, such formations have the effect of lowering the value of # = n/N,
giving expression to the fact that the presence of idiosyneratic formations is
detrimental to the degree of productivity of word formation rules.

With respect to the fourth criterion, which requires an explanation for the
fact that intuitions concerning productivity cannot be directly linked with the
numbers of types V, we may note the following. The number of types
counted for some sample size N does not tell us anything about the rate at
which new types will appear in larger samples. For some affixes, this rate
may be minimal, for others % may have a substantial value, depending on
the characteristics of the underlying population. When we compare the
Dutch derivational categories of patient nouns in -sel (44 types), de-adjec-
tival abstract nouns in -fe (39 types), and action nouns with vocalic alterna-
tion (100 types), it is the value of %, and not that of ¥, which tells us that
only -sel is productive (Table 3). The measure & provides the means for
distinguishing between productive and unproductive affixes, irrespective of
the number of types.

The productivity measure % has one disadvantage, however. Since & =
n /N is itsell a function of N, its value depends on the size of the item
sample. Since the growth curve of '™ flattens out for increasing N, we know
that % will become smaller for increasing N. For instance, when half the
tokens in the item sample of -heid have been counted, a value of &2 = 0.170
is obtained. When all the tokens of the item sample are taken into account,
the value of # drops to 0.114. Interestingly, the rank r with the highest
number of types n,, the mode of the grouped frequency distribution, lies at 1
for both sampling moments. This is characteristic of productive affixes. In
contrast, unproductive processes evidence a shift in the value of the mode.
For small samples, the mode may equal unity, but for larger values of N the
mode assumes larger values, This is illustrated in Figure 2, which shows the
histograms of the grouped frequency distribution of the action nouns with
vocalic alternation in the EC. When roughly half the tokens in the item

Table 3. Growth rate # and number of tipes V for four frequency

distribution
v >
action nouns with vocalic alternation 100 0.004
simplex nowns 1495 0.008
-te 39 0.013

-sel 44 0.080
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Figure 2. Grouped frequency distributions for nouns with vocalic alternation in the Dutch
Eindhoven corpus, at N = 963 gnd N = 1927, The histograms, which show the first 10 ranks

only, ilfustrate how the mode of the distribution of this unproductive category shifis 1o the right
[for increasing N,

sample have been processed, the number of types with token frequency 1
outranks the number of types with any other token frequency r. However,
when all 1927 tokens have been sampled, we find that the mode has shifted
to r = 2, This implies that the greater part of the types in the population has
been sampled. For still larger values of N the situation will eventually occur
in which all types of the (finite) population will have been sampled at least
twice, a situation for which #, = 0 and for which the mode will have shifted

still further to some higher rank r. Consequently, we may expect that for.

large N the value of our measure of productivity, &, which is already smaller
than that of the set of simplex nouns in Dutch {0.004 versus 0.008), will
become zero for this unproductive process,

We have seen that the mode of the grouped frequency distribution of
unproductive affixes shifts to the right for large N, causing # to become (0, a
fact which is a natural consequence of the finite character of the number of
types in the underlying population. Since, at least in the calculus of linguistic
theory, productive word formation rules give rise to an infinite number of
types, it is reasonable to assume that for increasing N new types will
continue to be sampled again and again. Consequently, n, is expected to
retain a value greater than zero even for very large N. This does not
guarantee, however, that 5 will not become zero in the limit of N = <. In
fact, the requirement that

(V)

(5)  lim ",'V >0
N=m i
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is too strong even for productive affixes. On the other hand, productive
affixes, but not unproductive ones, satisfy the requirement that
Lo

G5 o o 0
(see Baayen 1989 for further discussion). For productive affixes, the number
of hapaxes constitutes a non negligable portion of the total number of types,
even for very large values of N. 3

Since .# is a function of N, and given the fact that # becomes zero in the
limit of N = ¢ for both productive and unproductive affixes, we are forced
to conclude that # does not hand us the means for obtaining a measure of
productivity that has a fixed value irrespective ol sample size. However, such
a measure can be obtained when we return to the original growth curve of ¥,
and calculate an estimate of the number of types in the population.

2.2. The potential vocabulary size §

For productive word formation processes, the number of types in the
population S, where § is defined as

(7 lim W,

el

is expected to be infinite, or at least larger than V¥ by some significant factor.
In the case of unproductive affixes, a finite value of § is exp::cled. tha.it d-I:-es
not exceed V' by much. Recalling that the shape of the frequency distribution
of action nouns with vocalic alternation in Dutch already reveals that § must
be finite and in fact quite small, we may proceed to ask whether it is P-t:-ss?bie
to obtain an estimate of S on the basis of the grouped frequency distribution.
The answer is yes, but to do so we have to make use ‘nf an additional
assumption, namely, that some version of Zipfl's law is valid for the under-
lving population.

- ﬁ%:. Trl.l:;:ntinm:d above, it is possible to write V" as a function of V¥ and
a™) given a sample of size M for which V™ and n{™ (r =1, 2, ...) are
known. This function is obtained on the assumption that each type is
binomially distributed and occurs independently in the item sample.® How-
ever, for technical reasons, this function does not lend itself very well to
calculating V'™ for values of N which are very much Il.ar_ger !han M.
Although maximum likelihood techniques provide some insight into the
upper and lower bounds of V™ (Efron and Thisted 1976), more insightful
results are obtained when we make the additional assumption that the n,
obey some version of Zipf's law.

Recall that the types which occur in some item sample can be ranked
according to decreasing token frequency, as shown for simplex nouns in
Dutch above. If f is the frequency of the ith type, then Zipf's law (Zipf
1935) states that

® fri=K
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that is, the product of rank { and frequency f is a constant, for all i
Reformulated in terms of the n, of the grouped frequency distribution, Zipf's
law states that

(% = CiHr+ 1),

where the constant C is often equated with ¥, the number of types, In other
words, Zipf's law specifies that the number of types occurring r times is a
simple function of I and r. Unfortunately, this version of Zipf's law does not
have general validity.

The problem with Zipf's law in the form given here is twofold. In the first
place, it has been shown (Orlov 1983a, 1983b, Orlov and Chitadvili 1982a,
1982b, 1983a, 1983b, Chitadvili and Khmaladze 1989) that for a given
sample Zipf's law (9) is valid only for some particular sample size, the so-
called Zipf's size Z. In other words, it is not guaranteed that Zipf's law is
accurate for a given item sample of arbitrary size. Often one will have to
manipulate the size of the item sample N in order to obtain a rasonable fit to
{%). For instance, (9) does not vield an accurate description at all of the
empirical grouped frequency distribution of the 1927 tokens of action nouns
with vocalic alternation in the EC. According to (9), n, is a monotonically
decreasing function of r, but Figure 2 shows that this is not the case for the
sample size N = 1927, where n, first increases and only then decreases.
Figure 2 also shows that it is possible to obtain a somewhat better fit when
the sample size is halved. Orlov and Chitadvili, who are the first to call
attention to this remarkable state of affairs, take this factor of the sample size
into account by enriching the model with an extra parameter 1 = N/Z, the
factor by which the sample size N deviates from the Zipf size Z.

In the second place, Zipf's law has been found to be too simplistic. When
plotted on double logarithmic graph paper, the graph of i and Jf; should show
up as a straight line. However, many samples show deviations, notably at the
left hand and right hand ends of the curve. Various modifications and
extensions of Zipf's law have been proposed, of which those by Mandelbrot
(1962) and Simon (1955, 19609 are best known, The Waring—Herdan—
Muller model (Herdan 1960, 1964, Muller 1979a, 1979b) is yet another
example of a generalization of Zipf’s law. Orlov and Chitagvili (19824,
1982b, 1983a, 1983b) have shown that all these ‘laws' are particular
realizations of one general ‘law’ with three parameters. This generalized
Zipl's law is, like Zipf's law itself, valid for only one particular sample size Z
When extended with the additional parameter { = N/Z, we obtain the so-
called extended generalized Zipf's law. According to this law, the number of
types for arbitrary sample size N, ¥'™, is proportional to the product of V%),
the number of types for the Zipf size Z, and a function F (a, By, t) that
cannot be solved analytically for arbitrary values of the parameters a, 8, y
and 7. For @ = § = y = 1, we have the extended version of the original
Zipf’s law (9). In this special case it can be shown that the potential
vocabulary is infinite, that is, lim, .., V'™ = . Hence the extended Zipf's
law is a possible, perhaps a reasonable model for productive classes only,
Unfortunately, the extended Zipf's law fails as a model for the frequency
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distributions of the morphological categories [ have studied: the theoretical
values predicted for the n, fail to provide anything near a satisfying match
with the empirical values even in the case of the productive affixes (see
Baayen 1989 for detailed discussion).

A peneralization of Zipf's law which we have found to be particularly
useful for the analysis of productive affixes is the so-called extended Yule—
Simon law, which is obtained when the parameters o and y of the function F
of the generalized extended Zipf's law are set to unity. In this case ¥¥ can
be expressed as a function of V! and 8 that can be solved analytically, and
considering the value of V'™ for lim,, .. ., we find that

gy ke
iy sel B R R
oo if B gel
In other words, for positive § smaller than 1, and for values of § not much
larger than 1, § is infinite,

Table 4 lists the values of § obtained for the Dutch suffixes -heid, -sel, the
suffix -er, which is used to form agent nouns (gever ‘giver’), and the diminu-
tive suffix -tje (kamergje ‘small room"). For all grouped frequency distribu-
tions involved, a good fit is obtained: the theoretical values predicted for the
model forthe n, r=1, 2, 3, 4, are very close o the empirical values.

Although the four suffixes of Table 4 are all productive, it is only -fje and

+ -er which are characterized by infinite values of 5, given (10). In the case of

-sel and -heid, finite values are calculated. These values, however, exceed the
number of types in the item samples by a substantial factor, given by

(11)  F =SV,

This factor # is the inverse of Aronoff’s (1976) index of productivity, the
ratio ol actual to possible words. The fact that the population number of
types calculated for -heid and -sel is finite, even though these suffixes are
productive, is probably due to the interference of non-linguistic factors on
the global productivity of these affixes. Especially in the case of -sel, which
forms: patient nouns, the number of verbs which lend themselves for affixa-
tion with -se/ is conceptually highly restricted. In other words, the value of §
obtained from empirical samples for productive processes need not be
infinite, since the characterization of productive processes in terms of infinite

Table 4. 8§, calculared on the basis of the exvended Yule—Simon

mucadel

affix i il ¥V & S =8
=sef 0,13 326 44 126 28

-heid 0.10 248 4 2063 4.4

~er 2.60 097 299 L o

-t 350 0.40 1031 o o
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§ is based on considerations pertaining to the language system in the strict
sense, without taking into account the possible influence of non-linguistic
factors. However, whenever § # 0, the difference between and § should
be substantial for productive classes.

The extended Yule—Simon model appears to model the more productive
affixes only. For less productive and unproductive classes, the parameter «
of the general model should be allowed to take on values other than unity.
The resulting model, for which only the third parameter, y, is fixed at 1 is the
extended version of the Waring—Herdan—Muller law.? Using this model, we
obtain the values of # in Table 5 for some of the other Duich morpho-
logical classes mentioned thus far (see Baaven 1989 for further details), Note
that, as expected, .# assumes smaller values for these unproductive classes
than for the productive affixes in Table 4. Hence, the index # provides
another way of measuring the productivity of word formation rules. Like
#, it correctly ranks morphological classes in an order of increasing pro-
ductivity.

Turning to the interpretation of .#, it should be noted that we are dealing
with a far more abstract notion than in the case of #, our measure for the
degree of productivity. The index .# is a ratio, not a probability, Moreover,
It cannot be calculated directly from the empirical grouped frequency
distribution, as in the case of 2. Instead, it is arrived at on the assumption
!hatl some version of Zipf's law is valid. Since we find it unlikely that
intuitions concerning productivity arise from knowledge of the ratio of § on
¥, we are led to believe that £ should not be interpreted as a second
measure of the degree of productivity of word formation rules. To our mind,
-# 15 a measure of the potentiality of word formation rules, since it expresses
the extent to which the number of ‘actual’ words in the corpus I exhaust the
number of ‘possible’ words 8. In the light of the fact that § may assume finite
values for productive processes, even though the calculus of word formation
predicts that § should be infinite here, we will refer to & as a measure of
‘pragmatic’ potentiality to emphasize the fact that various pragmatic and
conceptal factors codetermine the value of § and hence #.

2.3. The actual vocabulary size V

We are left with the linguistic interpretation of the vocabulary size V) the
number f}f types in the item sample. Since 2 is the growth rate of ¥ for
sample size N, and since S is obtained by considering the growth curve of ¥

Table 5. 5, calculared on the basis af the Waring—Herdan—Muller muodel, with t fived ay 1

¥ £ v
action nouns with vocalic alternation 1600 109 Log9
simplex nouns 1495 1955 1 .3 1
=t 39 58 1.49
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in the limit for N — e, the interpretation of I itself requires further
thought. Moreover, the fact that word formation rules are represented by
different numbers of types within the same frame sample is in some sense
relevant to the general issue of productivity, Consider Table 6, which lists ¥
and # for a number of affixes in Dutch. Even though all affixes of Table 6
are productive, they show up with widely varying numbers of types in the
EC. At the one extreme we have the suffix -erd, which is represented by only
six types (and nine tokens)!” At the other extreme we find the nominal
compounds, for which the probability of coming across new types is roughly
one on five, at a point where some 4000 types have already been sampled.

The differences then in the numbers of types seem to reflect the extent of
use of these morphological processes.!' As was mentioned in Section 1, the
suffix -erd has a low extent of use, especially in written lanpuage, a fact which
may explain the low number of types in -erd. Nominal compounds, on the
other hand, enjoy a tremendous extent of use that is at least in part due to
their semantic versatility (Downing 1977) and the wide range of styles in
which they can be put to use. Table 6 also illustrates that affixes with highly
similar values of %, such as -sel and -er (% = 0,08) may differ as to their
extent of use. Patient nouns in -sel are represented by 44 types, the agent
nouns in -er by 299 types. In a global sense then, the latter affix is more
productive than the former.

The ‘global productivity' of a number of English word formation processes
is summarized in Figure 3, with the degree of productivity .# on the
horizontal axis and the extent of use ¥ on the vertical axis.'? Typically
unproductive affixes, such as the prefix en- (enchain, & = () are found in
the lower left hand corner of the plot, while typically productive affixes such
as -ness (P = 0.0044, V = 497) are characterized by large numbers of
types in combination with high values of 2.

In general, it is unclear how to evaluate the different contributions of #

-and ¥ to the global productivity when arbitrary affixes are compared. It is

only for a number of special cases that it is fairly evident how to proceed. In
the case of rival affixes, such as -ness and -iry, we may assume that the non-
linguistic factors underlying the extent of use are roughly identical (but see
Riddle 1984). Here we cannot trace differences in the number of types to

Table 6. Vand 5 for selected productive affives of Durch

[ =
-erd (i 0444
-ster 3l 0.231
-zel 44 0,080
-#r 204 0.076
-hed 466 0114
-lje 1031 0.233

M + N compounds 4277 0.225
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Figure 3. Gilobal productivity of a number of English word-formation processes as found in

the Cobuild o g 3 ity i i
o L&{?h; :{ﬁ;ﬂﬁm The degree of producrivity P is plotted on the abscissa, the extent of use

differences in the extent of use. Instead, such differences reflect the extent to
which the ba‘“.“ words which satisfy the conditions on the relevant rules have
been useu:_i,lwhlle differences in 5 relate to differences in the extent to which
the remaining available base words can be used to create neologisms. In the
case of affixes with roughly similar ., for instance, -ness and -ian in Figure
3‘ (P = _U.D[M}, the difference in global productivity is conditioned by a
sizeable clllfference in the extent of use (491 versus 16 types respectively)

When affixes have roughly identical extent of use, as is the case for -ian and.
-ze (27 :-l.Elldl 23 types respectively), the difference in global productivity arises
from a difference in the degree of productivity. Unfortunately, when both
extent o!" use and degree of productivity and different for non-rival affixes, a
ranking in terms of global productivity cannot be obtained on the basis of ,@

al_]d V. However, we can study what happens to the positions of the affixes in
Fl_g,ure 3 when we send N to infinity, As was discussed above, this has the
effect that ¢ [becomes zero for all affixes, irrespective of their productivity

Henee a plot is Erbtained in which all affixes are positioned on the ordinalc:l
I.ntcres?mgly, their positions on the ordinate represent their respective values:
of §, since S is the value of ™) for N = oo, Consequently, the global

productivity of word formation processes can be measured indirectly in
terms of their pragmatic potentiality .#.

Summing up, by focusing on the growth curve of ¥, we have obtained two
mmpi:fmamary techniques for evaluating the global productivity of word
formation processes. By jointly considering the degree of productivity
and the extent of use V, the global productivity of a word formation process
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can be evaluated on the basis of the number of tokens, the number of types
and the number of hapaxes in the item sample. This technique has the
advantages of computational simplicity and generality. It has the disadvantage
that it does not provide an explicit ranking of affixes according to their global
productivity on a simple (monodimensional) scale. The second technique
allows us to obtain a single explicit ranking by means of the index of
pragmatic potentiality, .#. This technique has the disadvantage that the
computation of § and hence .# involves some numerical calculations which
cannot be carried out by hand. Moreover, it assumes the validity of some
version of Zipf’s law, an assumption that need not be met."

3. FREQUENCY, PRODUCTIVITY AND THE MENTAL LEXICON

In the preceding section we have argued that productivity and token fre-
quency are correlated. This finding is of interest for the theory of the mental
lexicon, since frequency information is recorded in memory. Hasher and
Zacks (1984: 1379) point out that in general

The processing of frequency of occurrence information is remarkable. Information about
frequency is recorded in memory without a person’s intention to do so. The information
stored in this way is apparently no less fine-grained than is the information stored when
intention is operating. Training and feedback do not improve the ability 1o encode frequency
information. Unlike virtually every other cognitive skill examined in the history of the feld,
memory for frequency shows a developmental invariance from early childhood through young
adulthood to middle and old age. Similarly, there are no effects of differences among people in
motivation, intelligence, and educational background. The processing of frequency informalion
is unaffected by reductions in cognitive capacity stemming from depression, old age. or
multiple task demands.

Word frequency represents a particular instance of frequency information
that is unintentionally accumulated in memory, and its effect in various
experimental tasks is well known. Word frequency affects the signal to noise
ratio under which stimuli can be understood. For instance, Rubenstein and
Pollack (1963) report that when words are presented in noise a reduction in
the signal to noise ratio of 3—4 dB should be balanced by a tenfold increase
in word frequency in order to maintain a given level of intelligibility. Word
frequency also affects response latencies in the lexical decision task (Whaley
1978), the naming task (Forster and Chambers 1973) and the classification
task (Monsell 1985), and it has also been found to be correlated with
parameters of eye movements, such as fixation durations (Rayner and Duffy
1986). Models of lexical access account for this pervasive effect of word
frequency in various ways. For instance, the serial search model (Forster
1976, Taft 1988, Bradley and Forster 1987) accounts for the frequency
effect by modelling lexical access on a serial search through a frequency-
ordered list. Other models encode the frequency effect in counters associated
with the lexical representations of the types in memory. For instance,
Marslen-Wilson (1987) codes word frequency into the activation level of the
lexical representations, allowing the activation of high-frequency word candi-
dates in the cohort to rise more rapidly than the activation of low-frequency
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candidates. Recent work on ‘subsymbolic® models of lexical access locates the
frequency effect in the connection weights of the distributed representations
(Rumethart and McClelland 1986, McRae, Jared and Seidenberg 1990). We
will take a conservative stand and assume that the token frequencies of the
types encountered in experience affect the activation level or the representa-
tional strength of the lexical entries of these types in memaory.

Under this assumption, the differences in the frequency distributions
observed for productive and unproductive word formation rules correspond
with differences in the distributions of the activation levels of the lexical
representations. Unproductive word formation rules are characterized by
lexical representations with generally high activation levels, while large
numbers of lexical representations with very low activation levels are typical

of productive word formation rules. We may note that the high token -

frequencies of unproductive formations are functional in the light of the fact
that the linguist’s ‘unproductive rule’ is not an active rule in the mental
lexicon. Unproductive rules summarize patterns of regularities. They have no
generative power, as shown by the fact that unintentional, spontaneous
neologisms cannot be formed by means of such rules (Schultink 1962,
Uhlenbeck 1977). Consequently, the high token frequencies of unproductive
formations guarantee that they can be efficiently recalled from memory. In
contrast, productive formations are backed up by the presence of rules with
psychological validity. Such formations will generally be stored in memory,
but, especially in the case of types with very low frequencies of oceurrence,
storage in memory is not obligatory as long as all properties of the types are
fully predictable by rule. When not available from memory, for instance
because of decay over time of the lexical representation, such low-frequency
formations can be parsed or generated by the relevant word formation rules
of the language.

Summing up, the relative dominance of high-frequency types in the
frequency distributions of unproductive word formation rules can be under-
stood to guarantee the efficient retrieval from memory of formations for
which, as is the case for simplex items, no word formation rules are available.
The large numbers of rare types in the frequency distributions of productive
word formation rules suggest that productive rules operate in parallel with a
memory-based access procedure, securing efficient access for those forma-
tions for which the representational strength is insufficient for the memory-
based access procedure to complete successful retrieval.

We have argued that productive word formation rules guarantee that low-
frequency formations such as the hapaxes can be processed in case the
memory-based access procedure fails to do so. This possibility is given with
the fact that such rules have to be available anyway for the processing of new
complex formations that have not been encountered previously. We may
press our argument one step further, and consider the possibility that
productive word formation rules speed up the processing of low frequency
formations. In that case, two strategies are available for retrieving existing
words from memory, a relatively slow rule-based access procedure, and a
relatively fast memory-based access procedure, which operate in parallel.

Chuantitative aspects of morphological productivity 127

High-frequency types, irrespective of whether the corresponding word
formation rule is productive or not, are efficiently accessed by the memory-
based address procedure. For such types, no benefit from the rule-based
address procedure is to be expected, since access by memory will have been
completed before access by rule. In the case of low-frequency items, the
speed of retrieval might well benefit from statistical facilitation. For such
items, the memory-based access procedure operates more slowly than for
high-frequency words. Hence, it is for these items that an effect of word
formation rules on the speed of processing is most likely to be felt.

The analysis given here makes essential use of a number of assumptions,
to which we now turn. In the first place, for our analysis to be valid, the
frequency effect should be due only to the frequency of words in experience.
This amounts to accepting the validity of the so-called principle of acoustical
equivalence (Morton 1968: 22, see also Broadbent 1967 and Broadbent and
Broadbent 19735), according to which

No information as to the frequency interval of the word can be gained from the stimulus and
any word is likely to be confused on the basis of its stimulus properties with a word of any of
the frequency intervals,

If the principle of acoustical equivalence is valid, the effect of word
frequency on response latency is maximal: the stimulus itself provides no clue
as to its frequency range. If, however, information concerning its frequency
interval can be obtained from the stimulus it may well be that this informa-
tion, either wholly or in part, is the determinant of response times rather than
word frequency itself. Landauer and Streeter (1973) argue for the latter
position. One of their arguments against the principle of acoustical equiva-
lence concerns the phonemic and graphemic characteristics of high versus
low frequency words. For instance, the phonemes », [ and ¢ are charac-
teristic of the more common words while z, p and g are favoured by the rare
words of their study, so that there are reliable differences in the distribution
of phonemes between the two frequency sets. Similarly, Pisoni er al. (1985
85) have found that high frequency words tend to be composed of con-
sonants having an alveolar place of articulation and seem to disfavour those
consonants with a velar place of articulation. They suggest (1985: 85) that
“frequently used words may have succumbed to pressures over the h_islnr;,r
of the language to exploit consonants that are in some sense easier 1o
articulate™.

* Landauer and Streeter (1973: 120) also points out that the more common
words have larger similarity neighbourhoods, a similarity neighbourhood
being defined as

the set of words in the language from which a given stimulus word is indistinguishable after a
specified loss of information about the stimulus word.

Landauer and Streeter (1973) operationalized this definition by equating a
letter with ‘a specified loss of information’, and considered the neighbours,
that is, the words that shared the same letters in all but one position, of a set
of common and rare-four-letter words in the Kuéera and Francis (1967)
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word list. They found that (1) common words have larger similarity neigh-
bourhoods than rare words, and (2) that the words in the similarity neigh-
bourhoods of high-frequency words tend to be high-frequency words too. At
first sight, this result suggests that common words should be less easily
perceived than rare words since frequent words have more neighbours with
which they can be potentially confused. This line of reasoning leads to the
paradox that high-frequency words should take more time in recognition
than low-frequency words, contrary to fact™ One possible explanation of
this paradox can be formulated for interactive activation models. In such
models, highly similar words can profit from their large degree of similarity
and jointly acquire higher activation levels before the final differentiation
stage, the so-called ‘gang-effect’ (Nusbaum 1985: 455). Alternatively, high-
frequency words may contain the perceptually more salient phonemes.
Perceptual salience would then undo the negative effect on processing of
dense neighbourhood structure (Landauer and Streeter 1973),

However, the frequency of the neighbours relative to the stimulus word
has been argued to be more important than the size of the similarity neigh-
bourhood. For instance, Grainger er al. (1989) claim on the basis of a visual
lexical decision task and on the basis of measurements of gaze durations that
when factors such as word frequency, experiental familiarity and orthogra-
phic characteristics (bigram frequencies) are strictly controlled for, the fact
that a target word has orthographic neighbors of higher frequency than itself
has the effect of increasing the duration of the lexical processing of this target
word. Luce (1986: 24) develops a neighbourhood probability rule which
expresses the probability of retrieving the correct stimulus representation
frpm among its neighbours on the basis of the probability of identifying the
stimulus in its neighbourhood, the probabilities of confusing neighours with
the stimulus, and the frequency weights of both stimulus and neighbours. By

means of this rule he is able to account for the fact that, although on average
mgh-frequency words are identified more accurately than orw-freouency

words, high-ireopency words residing n dense, high-trequency neighbous-
hoods are identified less accurately than low-frequency words residing in

sparse, low-frequency neighbourhoods.

The arguments put forward by Landauer and Streeter (1973) and sub-
sequent work on lexical density present a strong case against word frequency
as a fully independent factor in lexical access. On the other hand, Gardner
e al. (1987) show that at least some portion of the word frequency effect is
due simply to frequency of occurrence in experience. They required subjects
of two occupational groups, nurses and engineers, to make lexical decisions
about two sets of occupationally related words, controlling for overall
frequency by means of the Kucera-Francis (1967) word count. They found
that the response times of the nurses to medical words were shorter, while
the engineers responded more quickly to engineering words. Thus the same

words with the same segmental make-up lead to significantly diverging
response times as a function of occupational background. They argue (1987;
28} that this difference in occupational background and work experience
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is the heart of a true frequency based difference. Word frequency, in an approximate way,
reflects the familiarity of the subject with the meaning of a word and the contexts in which it is
likely to occur, and may also indicate how recently it has been seen.

They conclude that word frequency is a separate factor in lexical access, with
the proviso that the magnitude of the effect is in all likelihood not a function
of word frequency alone,

These results show that the assumption that empirical frequency distribu-
tions are isomorphic with distributions of activation levels is too simplistic.
First, high frequency formations may enjoy processing advantages over low
frequency words on the basis of their segmental constituency. Second, the
presence of a dense high-frequency neighbourhood structure may slow down
lexical processing. Such processing advantages and disadvantages cannot be
accounted for in terms of activation levels. To this we should add the fact
that the frequency of the stem of a derived word has been found to co-deter-
mine response latencies in the lexical decision task (Taft 1979, Laudanna
and Burani 19835, Burani and Caramazza 1986, Cole ef al. 1989). For stimuli
with identical whole word frequencies, shorter response latencies have been
observed for the formations coined from base words with the higher token
frequencies. At the same time, response latencies to words coined from bases
with identical frequency have been found to decrease with increasing whole
word frequency.”” In other words, formations with high-frequency base
words enjoy processing advantages over formations of similar token fre-
quency with low-frequency base words. Again, this difference in processing
advantage cannot be expressed in terms of activation levels,

A second assumption underlying the analysis presented at the beginning of
this section concerns the locus of the frequency effect. Balota and Chumbley
(1984, 19835) report a series of experiments which seem to indicate that task-
specific stages following lexical identification are highly frequency-sensitive

rather than the stape of levical identification wself. 1 correct, thelr results
seriously queston Yoe Wea that word frequency is coded into the actvation
level of lexical entries. They suggest that the role of word frequency in the
mental lexicon is primarily linked with postaccess processes (for instance,
pronunciation assembly and response execution in the naming task), rather
than with the representational strength of words in memory. This would
imply that word frequency is of relatively low importance with respect to
how well words are represented in memory. Consequently, the presence or
ahsence of complex words in memory would be relatively independent of
frequency, seriously questioning the analysis proposed here. However, the
claim that word frequency has minimal effects on lexical identification has in
turn come under attack, Results obtained by Monsell ef al. (1989} strongly
argue against the view that lexical lookup is not intrinsically frequency-
sensitive.
A third assumption underlying the present analysis is that both productive
and unproductive formations are stored in memory. In other words, we
assume that for languages as Dutch and English words are stored in and
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retricved from the lexicon as full forms, with the proviso that rules may be
involved in making available the representation of very low frequency
(productive) complex forms. This assumption comes close to what is known
as the Full listing hypothesis (Butterworth 1983), according to which all
words encountered in experience are stored in memory, Other theories argue
that morphological rules are necessarily involved in lexical access. For
instance, in the serial search model incoming stimuli are stripped of their
prefixes before they are subjected to a sequential comparison with the initial
syllables in the access files. The augmented addressed morphology model
(Laudanna and Burani 1985, Caramazza er al. 1988) claims that both full
forms and affixes are available in memory, that memory-based retrieval is
relatively fast and that rule-based retrieval is relatively slow.

Unfortunately, the evidence for the operation of morphological rules in
lexical access is far from unequivocal. For instance, experimental results in
favour of prefix stripping (Taft and Forster 1975, Taft 1979, 1988, Lima
1987) are balanced by studies which report experimental results that are in
conflict with this model (Manelis and Tharp 1977, Tyler et al. 1988, Cole
et al. 1989). Furthermore, a single model need not be valid for different
languages. Results obtained by Jarvella er al. (1987) and Schreuder er al.
(1990} suggest that the augmented addressed morphology model may well be
correct for Italian, but not for Dutch. The former language has a richer
morphology than the latter. As pointed out by Schreuder et al. (1990: 14),

This means that the amount of storage saved by only storing stems and affixes of verbs and
not storing all full forms would be much larger for Italian than for Dutch, Thus, if a difference
emerges when these languapes are investigated in psycholinguistic experiments, then one
would expect effects indicating a decomposed lexicon for Italian verbs but not for Dutch
verbs.

The only evidence for word structure in Dutch obtained by Schreuder er al.
(1990}, Schreuder (1991) concerns verbs with separable particles, which
have a phrasal rather than a word status. These formations can oceur
distributed over the clause, hence the the syntax enforces some form of
decomposed storage here,

Restricting the discussion to Dutch and English, languages for which the
full listing hypothesis appears to be a reasonable model, the question arises
whether it can be maintained that rules are involved in retrieving the lexical
representations of productive complex words with very low frequencies. To
our mind, experimental evidence does not argue against this hypothesis.
Experiments designed to obtain evidence for the use of rules in the lexical
access of existing words typically make use of stimuli of moderate length and
not too low frequency. Given the analysis proposed here, the implication is
that the experimental design forces research to focus on those formations for
which evidence for rules is unlikely to be obtained. Consider Figure 4, which
plots extent of use and degree of productivity for Dutch simplex verbs, for
simplex verbs prefixed with be- (be-lafa)d-en ‘to load with"), for adjectives in
-bagr “-able’ coined from these verbs with be-, and finally for abstract nouns
in -heid coined from these adjectives. Figure 4 illustrates that an increase in
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morphological complexity corresponds with a fall in the number of types,
and with a rise in the value of 2. The highest degrees of productivity are
measured for those formations which make the most extensive use of the
morphological possibilities of the language.'® Consequently, if rules are
involved in lexical access, their effect should be measurable for multiply
complex formations. In contrast, complex words derived from simplex bases
will generally have high token frequencies. Here the effect of morphological
rules will be minimal. Unfortunately, it is precisely these words which figure
prominently in psycholinguistic experiments designed to irace the effect of
word formation rules in perception, Hence the possibility that word forma-
tion rules may aid the retrieval of very low-frequency regular complex words
is not ruled out by experimental results,

This conclusion is in line with results obtained by Stemberger and
MacWhinney (1986, 1988) for the production of inflectional endings. They
arguc on the basis of studies of speech errors in natural and experimental
situations that words with irregular flectional endings and high-frequency
regularly inflected words are stored. Given that a high token frequency
safeguards formations against certain kinds of production errors, the fact that
low-frequency regular verbs show up with more speech errors than high-
frequency regular verbs can be explained.

A final assumption underlying our initial analysis should be made explicit
here, namely, the idea that memory-based address has a real-time advantage
with respect to the speed of processing above rule-based address (Laudanna
and Burani 1985, Caramazza et al. 1988, Meys 1985, MacWhinney 1978).
Evidence in support of this claim concerns the observation that neologisms
require longer response latencies than well-established, existing words in for
instance the lexical decision task.
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The examination of the assumptions underlying our initial analysis has
shown that frequency distributions and distributions of activation levels are
not wsomorphic, Although it can be maintained that unproductive formations
are especially well-suited to being processed by the memory-based access
procedure in the light of their high token frequencies, an analysis of the
relative processing advantages with respect to memory-based and rule-based
access of productive and unproductive formations in terms of words fre-
quency only is not complete. In the first place, recall that the cumulative root
frequency co-determines the speed of lexical access. This is of interest to the
issue at hand, since unproductive affixes are typically found attached to
higher frequency base words than productive affixes, as pointed out by
Aronoll (1982) for English -ness and -ity and Baayen (1989) for Dutch
-heid and -te, as shown in Table 7."" Consequently, the frequency distribu-
tions of the derived words underestimate the extent to which unproductive
formations enjoy a processing advantage over productive formations in terms
of the memory-based access route.

In the second place, productive formations are the most vulnerable to
decay of representational strength over time, since they have the lower token
frequencies. Hence productive formations may depend on the availability of
word formation rules to a higher extent than suggested by their frequency
distributions,

In the third place, it should be noted that while unproductive formations
are characterized by processing advantages with respect to the memory-
based address procedure, they may have a disadvantage with respect to the
rule-based address procedure, In perception, a parsing disadvantage arises
when the number of tokens with a ‘pseudo-affix’ is large with respect to the
number of tokens with the true affix. As a case in point, consider the number
of tokens that end in the suffix -heid in the Dutch INL corpus (40 000 000
j.vcrrd forms) and the number of tokens that do not end in -heid, but which in
isolation are phonologically indistinguishable from the true suffix, as listed in
Table 8. We find that confusion will arise only sporadically. Interestingly, the
reverse holds for its unproductive rival -re. When a string in ‘heid’ is
presented, one may be 99% sure that it ends in the suffix -heid. For strings in
‘te’, the suffix for abstract nouns is involved in only 3% of the occurrences
(compared e.g. zwakte ‘weakness' with zakte ‘(he) failed").

Sumlrnnriz:h}g our discussion, we arrive at the hypothesis that unproductive
formfmuns occupy those niches in lexical space where they are maximally
sustained by the mechanisms which underly memory-based access. Con-

Table 7. Adiecrives underlying -te and -heid (EC)

N I iy fy miN
-te 5663 43 2 2 (L0004
-hetd 16191 466 74 49 0.0030
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Table 8. Possibility of confusion with homonym strings for Dutch -te and -heid. Data from the
Celex INL darabase of 40 000 000 word forms

affix tokens with affix tokens without affix total fraction correct
-Ie 54539 1593903 1h48441 .03
-heid 194349 1637 195986 .99

versely, productive formations are not particularly geared to being processed
by the memory-based access procedure.

We conclude this section with a final remark. We have discussed Schreuder
et al's (1990) observation that the augmented addressed morphology model
may be right for ITtalian, but that it makes the wrong predictions for Duich.
Their explanation for this state of affairs is that for Italian memory capacity
would be strained in the case of full listing, given the rich morphology of this
language when compared to Dutch. To this we may add that the richness of
the Italian inflectional morphology has the effect that where Dutch uses a
single inflectional form, Italian makes use of several distinct forms. Con-
sequently, the token frequencies of each of these Italian forms will be lower
than the token frequency of the single Dutch form. In turn, lower token
frequencies raise the degree of productivity of the relevant inflectional rules
and, if the analysis presented here is correct, the probability that rules are
involved in lexical access, a conclusion that is in harmony for the results
obtained with the augmented addressed morphology paradigm for this
language.

4. TOKEN FREQUENCY, LEXICAL REPRESENTATION AND
MORFHOLOGICAL RULES

In the previous section we have considered the processing advantages and
disadvantges of productive and unproductive formations by focussing on the
way existing formations are stored in the mental lexicon. The aim of the
present section is to consider the relation between token frequencies and
morphological rules. Three morphological models which recognize the
importance of token frequencies are reviewed, namely Anshen and Aronoff
(1988), Bybee (1983, 1988) and Rumelhart and McClelland (1986). The
question with which we will confront these models centers on the way in
which word formation rules express the fact that their degree of productivity
may vary with the kind of input formations they apply to. For example, when
we consider the English suffixes -ness and -ity as they attach to base words
in -ive and -ible, we find (see Table 9 and Aronoff (1976, 1982) and Anshen
and Aronoff (1988) for turther discussion) that -ness is productive after -ive
but wholly unproductive after -ible, while -ity is productive after -ible but far
less productive after -ive. As pointed out in Aronoff (1982), the formal
properties of these rules do not give any indication of the way in which the
degree of productivity of say -ity varies with the kind of the base word it
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Table 9. Productivity staeisics for -ness and =ity for selected friprt
Dipes, as found in the Cobuild corpus,

suffix ¥ P

Aiviry 15 00003
Xiveress 27 0.0086
Xibility ' 36 0.0008
Xibleness i} 0.0

attaches to. How then should these differences in productivity be accounted
for? Anshen and Aronoff (1988) do not explicitly address this issue, but they
develop an interesting theory of the mental lexicon in which both ‘rules that
look much like those written by linguists’ and that are part of a speaker’s
competence (1988: 648) and token frequencies play a role. Their analysis is
framed within a model of the mental lexicon that is rather similar to the one
we have proposed in the previous section. In their model, formations are
accessed by rote, by rule or by analogy, following MacWhinney (1978). Of
these three ways of dealing with new words, analogy is argued to be slower
than rote and rule, and rote is said to be faster than rule and analogy. The
three methods of obtaining lexical items are assumed to operate in parallel.

Within this model Anshen and Aronoff (1988) try to account for differ-
ences in productivity in terms of blocking, along the lines of Aronoff (1976).
First consider the irregular plurals of English, which block the actuation of
the regular plural forms. The token frequencies of the irregular plurals in the
Cobuild corpus are listed in Table 10. Given that the high-frequency
irregular plurals are stored in the mental lexicon, and given the hypothesis
that retrieval from memory is completed more quickly than the process of
building a regular plural in -5, the coining of regular plurals is blocked by the
cxisting high-frequency irregular plurals, which are generally accessed before
the singular base word becomes available as input to the plural rule: six of
the ten irregular plurals in Table 10 have a higher frequency than the
corresponding singular form. Rainer (1988) develops a theory of blocking
along similar lines on the basis of Italian and German data. He shows in
some more detail that the force with which an item blocks roughly synony-
mous formations is a function of the [requency of the blocking word,

Anshen and Aronoff (1988) interpret the differences in mean token
frequency observed for -ness and -ity in Aronoff (1982) in a similar vein.
There are two sets of facts that they attempt to explain. First, high-frequency
glory blocks *gloriosity, as predicted by their theory of blocking, However,
glory does not block gloriousness, and similarly curiousness appears to be
well-formed, even though curiosity exists. Formations like gloriousness and
curipusness run counter to what the blocking principle predicts. Anshen and

Aronoff solve this problem by claiming that that there is sufficient overlap in -

processing time of memory-based and rule-based access to allow the simul-
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Table 10. Singulor and plural: roken frequencies in the CC

(18 000 DOD)

singular plural
child 619 11636
dig 1537 223
foot 2079 4130
Boose 114 as
louise 22 41
man 19136 11800
FEOMSE 146 182
ox 79 36
tooih 242 1391
WA G034 038

taneous existence of rival forms (1988: 648). On the basis of this claim they
argue that “it is reasonable to assume that a person needing an abstract noun
semantically related to an -ous adjective may either use an already existing
lexical item in =ity or -y or build a new -ness form by rule.” (1988; 652)

The second set of facts requiring an explanation concerns the supposed
blocking relation of -ness and -ity. Recall that the irrepular plurals generally
have higher token frequencies than their base words, causing them to block
the actuation of the regular plural formations. In the case of -ness and -ify
the token frequencies of the derived words are lower than those of the
underlying base words, but in the case of -ity the base word frequencies are
generally higher than in the case of -ness. This suggests that formations in -ify
have two processing advantages with respect to formations in -mess: their
high frequencies guarantee storage in the mental lexicon, and the relatively
high frequencies of their base words puarantee rapid lexical access. With
respect to -ness, Anshen and Aronoff (1988) argue that, rather than being
stored with their bases as in the case of -ify, such formations are not stored at
all but constructed by rule as needed. Their argument builds on the observa-
tion that the mean token frequency of words in -pess is less than that of
words in -ity, both in a production test and in corpus-based frequency
counts, Anshen and Aronoff are now in a position to argue that the stored
formations in -fwity block the actuation of the rival formations in -ness, but
they are left with the problem how to explain the fixed choice for the
established formations in -ness, formations which they must assume are
generated by rule for each instance of use and never stored. However,
according to Anshen and Aronoff, this fixed choice is inevitable since “for
x-iveness words the relatively long time necessary to get to a (supposed)
lexical entry in -ivity means that the rule-based -iveness form is created first,
blocking access to and thus the existence of a lexically based -iviry form”
(1988: 553). In other words, without being stored in memaory, -iveness words
are claimed to block the rival formations in -iviry.,

This analysis is the psycholinguistic version of the blocking theory devel-
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oped in Aronoff (1976). As has been pointed out by for instance van Marle
(1985) and Rainer (1988), Aronoff's (1976) blocking theory is inconsistent.
It is highly circular to argue that ‘possible’ words in -iveness are blocked by
‘actual’ words in -fvity and at the same time claim that ‘possible’ (but not
" ‘actual’ words) in -iveness block the actuation of ‘possible’ words in -fvity
where neologisms and established formations in -ness coined from base

words in -ive are concerned. Rainer (1988) argues convincingly that the :

competence theory notion of listing does not carry over to theories of the
mental lexicon. MNevertheless, this is what Anshen and Aronoff (1988)
attempt to do. Not surprisingly, this attempt fails. In fact, the claims (i) that
formations in -ness are not stored in memory and (ii) that there is a sizeable
overlap in processing time for the memory-based and the rule-based access
procedures are unconvineing. The first claim ignores the evidence discussed
in the preceding section that at the least the higher-frequency regular forma-
tions are stored in the lexicon. It also ignores the simple fact that the more
frequent types in -ness have token frequencies of a magnitude similar to
those of formations in -ify, and the fact that derivation often involves concept
formation (Meys 1985). For instance, it is unlikely that a high-frequency
word like Dutch snel-heid, ‘quick-ness’, which in English has the simplex
counterpart speed, is re-invented for each instance of use. Except for the
lowest frequency ranges, we must assume that formations in -iveness are
stored in the mental lexicon, and that they block the actuation of the rival
forms in -iviy™ In this way we can avoid the inconsistency of claiming
(1988: 653) that -ivity words are accessed rapidly when they have to block
-iveness, and slowly when -fveness has to block -fvity.

Turning to the second claim, it should be noted that the introduction of an
overlap in processing time for 0 frequency curiousness and gloriousness and
410 frequency curiosity and 419 frequency glory (Cobuild corpus) amounts
to the claim that consistent differences in processing speed for memory-
based and rule-based address arise only for words with rather large differ-
ences in token frequency. Apart from the fact that this claim, which
pronounces differences in frequency irrelevant for a sizeable frequency
range, is unlikely to survive experimental verification, we may note that it
predicts that a substantial portion of the established formations in -iveness
should have well-formed rival formations in -ivity, contrary to fact. The fact
that curiosity does not block curfousness in principle, together with the fact
that rival -ness — -ity pairs are extremely rare, should be explained not in
terms of frequency, but in terms of the subtle differences in the semantics of
these suffixes (Riddle 1984).

When we modify Anshen and Aronoff's (1988) theory by dropping these
two incorrect claims, we obtain a model in which we have, on the one hand,
lexical representations of varying representational strength, and on the other,
formal word formation rules that apply to these lexical representations. The
differences in productivity observed for -ness and -ity for base words in -ive
and -ible can be accounted for by formulating the formal rule for -ness in
such a way that base words in -ible are excluded from its derivational
domain, and by similarly removing base words in -ive from the derivational
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domain of the -ify rule. Although this version of the model is correct as far a5
the actual use of these abstract nouns in the Brown and Cobuild corpora is
concerned, it does not shed light on the fact that Walker [Ilﬂjﬁj is able to
generate 27 formations in -ibleness for his rhyming dictionary, and th:lil
speakers are able to come up with 9 of these formations plus 12 new ones in
the production test of Anshen and Aronoff (1988), and that in the same
production test subjects created 9 neologisms in -ivify (see Ta}hle 11). Since
base words in -ive and -ible are excluded from the input domains of the rules
of -ity and -ness respectively, these neologisms cannot be explained by this
maodified version of their model. .

Let us, for the sake of the argument, assume that the experimental
situation of Anshen and Aronoff’s (1988) production task did not force
subjects into relying on analogical formation rather than formation by rule. 1|1
that case, we may seek to adjust the model by assigning _thc -ness &llld ity
rules probabilities of application. The prnb]em‘ with this mﬂ_d|ﬁn:au:m_ 15,
unfortunately, that the introduction of probabilistic word formation rules in &
theory of lexical processing should preferably be avo:dcd.l There is a logical
problem, a probabilistic rule can be applied only when it has been ascer-
tained in some non-probabilistic way that the rule has to apply pmba_tnlm—
tically, and there is an efficiency problem, since for instance in perception a
neologism in -ness may fail to be parsed, I'IEE'CSSi[aIlI"Ig rcpeatrlzd application
of the probabilistic rule in order to obtain the required parsing. However,
when rival word formation rules are available for the production ul’l neolo-
gisms, a choice has to be made, and it is likely that this choice is guid:ad _b}r
the degrees of productivity of the rival rulest involved, lnslcaJ::I of assigning
probabilities of application to word formation rules, we nught therefore
argue that word formation rules should be enriched wnh_ indices of their
degree of productivity, which may serve to guide affix choice in the case of
rival word formation processes. 15

In turn, this proposal is challenged by the problem that it is unclear how
to choose this index of productivity. Given the data of Tables 11 and 9, we
are confronted with the following problem. If we assign the relevant word
formation rules indices of productivity that generalize over all input domains,
for instance, & = 0.0044 for -ness and # = 0.0007 for -ity, we can exrpl_a_m
why -ibleness shows up with more nonce formations in Table 11 than -ibility

Table 11. Type coumss in Anshen and Amoff's (1988 64 5)
production fest

input domain extant words neclogisms
-ivity 19 g
-iveness 17 16
-ibility 3 #
=ibleress 9 12
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in the production task. On the other hand, frequencies of (normal) use
indicate that -ibleness is not a natural option. In fact, -ness is completely
absent in this derivational domain, while, as shown by the value of & of -ity
for base words in -ible, -ity is slightly stronger in productivity here than for
the Xive input domain.'” That -iry has its focus of productivity for Xible base
words, and has ousted -ness here, cannot be obtained from the overall
productivity values of -ness and -iry. Evidently, both the overall productivity
index and the indices for particular input domains are relevant, but how the
one and the other interact, and how this interaction can be formally repre-
sented in the rule, remains unclear,

This state of affairs is typical of Item and Process models (Hocket 1954),
in which the rules and the representations are strictly separated. The
frequency aspect of productivity is intimately linked with the lexical repre-
sentations, the way these ‘Items’ of the model are stored and the way in
which they interact in the mental lexicon. However, while phonological,
morphological, syntactic and semantic properties of the base words can be
built into the word formation rules for morphological processes, token
frequencies do not lend themselves for a formal representation, and, more
importantly, the interactions in the mental lexicon between stored items,
which are only imperfectly summarized in terms of frequency, escape such
formahization altogether, Anshen and Aronoff (1988) recognize the relevance
of token frequencies, but evade the problem that the rules of Item and
Process models are not designed for dealing with token frequencies by
stipulating that productive formations are not stored at all. This amounts to
the claim that frequency is simply irrelevant for productive rules. As argued
above, this claim cannot be upheld. If the role of frequency is to be incor-
porated within the framework of Item and Process theory, perhaps the best
way to proceed is to calculate the degree of productivity & for each deriva-
tional subdomain, thus enriching the formal statement of the word formation
process with a description of its productivity. However, other theoretical
frameworks that do not strictly separate rules from items have been devel-
oped, and it is to two such theories that we now turn.

Bybee (1985, 1988) develops a ‘dynamic model of lexical representation’
as an alternative for Item and Process models. In this model, morphological
rules and lexical representations are not strictly separated. Instead, the rules
are viewed as patterns that emerge from the intrinsic organization of the
lexicon. Words in the lexicon are assumed to be linked by means of so-called
semantic and phonological connections, which organize the words in the
lexicon along lines of similarity. Furthermore, each word is assumed to have
a level of lexical strength, an index of word frequency, that is roughly equiva-
lent to what we have called activation level or representational strength,
Word frequency is introduced into the model in order to account for
historical and cross-linguistic effects of word frequency on morphology. For
instance, the strong verbs of English that have regularized typically are low-
frequency words. When such infrequently used irregular forms fade they are
susceptible to being replaced by regular formations (Bybee 1985: 119—121).

Bybee's (1985) analysis of productivity is based on the observation that in
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French or English the classes of regular verbs have high type frequencies and
low (mean) token frequencies, while classes of irregular verbs have high
(mean) token frequencies and low type frequencies. The high type 1fr_e-
quencies of the regular classes is singled out as characteristic of productivity
(1985: 133). On the other hand, the high token frequencies of the irregular
verbs seem to suggest that these verbs have higher lexical strength than the
regular verbs, However, Bybee (1985) argues that frequency affects not only
the lexical strength, but also the connection strength. She assumes that low-
frequency formations that are morphologically complex acquire stronger
connections than high-frequency complex words. “This is the way in which
the model represents the fact that low-frequency items are analyzed and
understood in terms of other items, while high-frequency words, complex or
not, may be autonomous, and processed unanalyzed” (Bybee 1985: 12?{—
124). Hence, low-frequency regular complex words are concluded to acquire
higher levels of lexical strength than high-frequency irregular complex items.
Word formation rules play a minimal réle in this model. ‘Less productive
affixes’ are claimed (1985: 128) to have no representation independent cnlf the
words in which they occur. In the case of ‘extremely productive affixes’,
however, the affix may obtain an independent representation, just as the
complex words to which they are attached. When a neologism has to be
processed, the complex form can be arrived at by combinatic_.rn of stem and
affix. Bybee (1985: 129) argues that the two ways of obtaining the correct
form, by rote and by combination, are highly similar: even when a complex
form does not already exist as a separate entry, it is implicitly present given
the representations of base and affix, and the connections between all
members of the morphological category involved. In Bybee (1988) she
argues on the basis of the Rumelhart & McClelland (1986) study of past
tense formation in English for the more radical position that rules and
representations are completely merged. We return to this issue below. .
Bybee's (1988) model differs on one subtle point with her (1985) analysis.
As mentioned above, Bybee (1985) argues that token frequency and connec-
tion strength are inversely related. This is a rather counterintuitive assump-
tion that is in conflict with the normal direction of frequency effects. This
assumption is dropped in Bybee (1988), where it is claimed, rather than
explained in terms of frequency-determined connection strength, that high-
frequency simplex words are acquired more or less independently of other
words and hence have few connections to other items, while low-frequency
complex words are learned and stored in terms of the more basic words that
already have lexical representations in the mental lexicon, taking on many
connections with other items. Since larger numbers of connections running in
parallel may accumulate to form strong connections, frequency and connec-
tion strength are again inversely correlated, but now only indirectly so. We
may note that this correlation is linked to the observation that generally high-
frequency words have more idiosyncratic properties than low-frequency
words. In Bybee's model, this insight translates directly into the statement
that low-frequency words will have more connections than high-frequency
words. However, this approach leads to the strong claim that high frequency
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and irregularity are two sides of the same coin, Unfortunately, as we shall see
below, this claim is somewhat too strong.

Having sketched the outlines of Bybee's dynamic model, we now turn to
consider her analysis of productivity in some more detail. As mentioned
above, Bybee rejects the idea that token frequencies are directly relevant
here. With respect to past tense formation in English, she remarks that
(1988: 138)

A larger number of distinet verbs participating in the same pattern will serve Lo strengthen it
Mate that it is type frequency rather than token frequency. A verb of high token-frequency will
nat serve to strengthen a schema; in fact, it appears that very high-frequency verbs have very
little effect on productivity, since . .. such forms seem to he processed without forming
connections with other items.

To our mind, this analysis is too simplistic, for two reasons. First, as pointed
out in Section 2, this emphasis on type frequency is only partially correct.
Some productive processes show up with large numbers of types, but others
are found with type frequencies that are lower than those of unproductive
processes. Crucial to the productivity of a morphological process is that there
be enough low-frequency types, even though the total number of types may
be quite small, as in the case of Dutch -sel. A large proportion of low-
frequency types is also significant in the sense that, given decay of lexical
strength over time, word formation rules may well be involved in keeping the
lexical representations available.

Second, as was argued above, Bybee's inverse relation between frequency
and number (and strength) of connections derives from the idea that
frequency and regularity are inversely proportional. Hence, Bybee's analysis
of productivity in terms of token frequencies is ultimately based on the idea
that productivity and regularity coincide, Unfortunately, the notions ‘produc-
tivity' and ‘regularity’ are logically independent, since unproductive processes
may be regular. Regular unproductive formations such as Dutch de-adjectival
-te combine the property of having many connections with the property of
having high token frequencies, contrary to the inverse relation between
number of connections and frequency in Bybee's theory. In other words, a
high-frequency word need not be irregular, and may be well integrated in the
network of lexical relations. This network may include only high-frequency
formations, in which case we are dealing with an unproductive process, or it
may contain large numbers of low-frequency formations, in which case we
have a productive process. If we conceive of connections as the pathways for
mutual re-enforcement of lexical strength, we find that high-frequency
productive complex formations may strengthen the lexical representations of
low-frequency formations of similar morphological make-up. Of course, type
frequency is not irrelevant here, since large numbers of such low-frequency
formations in for instance -mess will strengthen a given pattern of affixation
more than one or two medium frequency formations. In sum, one should not
trade off token frequency against type frequency. Instead, principled means
should be found to evaluate the contributions of both to the strength of
patterns of affixation.
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Although we have been critical of Bybee's handling of productivity, her
dynamic model of lexical representation as outlined in Bybee (1988) presents
a uselul framework for the analysis of this morphological phenomenon. The
introduction of connections between entries in the lexicon allows for the
integration of frequency data and patterns of regularities in a natural way. A
weak point, however, is that the model is very implicit, especially with
respect to the layout of the network and the way in which the network is the
rule. However, Bybee (1988) argues that the results obtained by Rumelhart
and McClelland (1986) with an explicitly defined network of lexical connec-
tions shows that formal implementations of her approach can be worked out.

Rumelhart and McClelland (1986) discuss a computer simulation of past
tense formation in English, using a connectionist pattern matcher. The details
of the architecture of the model need not concern us here, Essential is the
fact that input and output phonological units are associated by means of a
network of weighted connections. This pattern matcher was repeatedly
exposed to a list of 420 English verbs, 20% of which were irregular. By
adjusting the connection weights after each exposure whenever the output
was incorrect, the model eventually succeeded in matching present tense
verbs in its input with the correct past tense forms of these verbs. This result
was obtained without the use of explicit rules or schema’s: lexical representa-
tions and word formation rules are completely merged.

Rumelhart and McClelland (1986) use this result to argue for sub-
symbolic models of human cognition. Unfortunately, a number of substantial
problems remain to be solved before their claim can be accepted (see eg
Massaro 1988, Pinker and Prince 1988). However, the Rumelhart and
MeClelland (1986) pattern matcher can be used, not to argue for or against
sub-symbolic modelling, but to gain some insight into the effects of token
frequency on rules in dynamic models and, for instance, into the role of type
frequency on the productivity of morphological processes.

Evidence that the role of type frequency in these models should not be
overestimated is discussed in Baayen (198Y), where 1 studied the way in
which the Rumelhart and MeClelland pattern matcher handles the affixation
of the Dutch rival suffixes -heid and -re. The importance of high token-
frequencies for unproductive -te is immediately apparent in the light of the
following. We trained the Rumelhart and McClelland pattern matcher by
exposing it once to a list of (3751) tokens in Dutch unproductive -fe and
productive -heid. The tokens were presented in random order. Each type
was represented by the number of tokens with which it oceurs in the data-
base.* The model assigned the suffix -t¢ correctly to 71% of the adjectival
base words which take -te, and attaches -heid correctly to 98% of the base
words which occur with -heid in the EC. Following this, we trained the
model on a list with the same number of tokens, but now each type in this list
had the same token frequency. The scores of correct assignment for -te and
-heid obtained drop to 30% and rise to 100% respectively, Clearly, the small
number of types in -te (roughly 40) can be generated only when the token
frequencies of these types are high. This result is in line with the results
obtained by Rumelhart and McClelland (1986) and Plunkett and Marchman
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(1989) for the irregular past tense forms. It is to be expected since -ie
attaches to base words that cannot be distinguished phonologically from {a
subset of ) the base words to which -heid is suffixed.

We are now in the position to evaluate the effects of type frequency in this

particular instance of a dynamic model. In contrast to -heid, -te attaches only
to simplex base words. In order to ascertain the effect of the formations in
-heid coined from complex base words on the performance of the model
with respect to formations in ~fe and -heid coined from simplex adjectives,
we trained the model on a list that contained simplex formations only. Again
each type in this list was represented by the number of tokens with which it
occurs in the EC. Surprisingly, the scores obtained (7T0% for -re, 90% for
-heid) do not differ significantly (p > 0.05) from the scores obtained when
the model is trained on both simplex and complex formations. In other
words, the presence or absence of some four hundred second order complex
types in -heid does not seriously affect the processing of the formations in
-heid and -te coined from simplex base words. This result suggests that type
frequency by itself is not the prime factor which conditions productivity,
Instead, type lrequency, token frequency and shared patterns of phonological
similarity jointly determine the qualitative output of the model. Interestingly,
the reason that the types in -heid derived from complex adjectives do not
‘affect the derivation of -te and -heid coined from simplex base words resides
in the fact that the final rhymes of the complex adjectival base words are in
uulamplememary distribution with the rhymes of the simplex adjectives which
yleld abstract nouns in -fe. Put differently, a morphological condition on the
wulrd formation rule of -f¢, namely that it does not accept complex adjectives
as mnput, can be re-analysed as being of a phonological nature, in that only a
specific gang of phonologically similar base words allow -fe to be attached.
This insight is difficult to formulate within an Item and Process model, but
follows naturally from the representational approach advocated by Bybee
and Rumelhart and McClelland.

Let us summarize our findings. Item and Process models of the kinds
develgpud by morphologists within generative or functional paradigms are
especially well-suited for tracing the various qualitative restrictions on the
productivity of word formation rules. The weak point of these models is that
they do not lend themselves for the analysis of the réle of token frequency in
morphology. Since the primary aim of these models is to analyse the
language system rather than language use, this need not be a problem. On the
other hand we may note that dynamic models of the kind proposed by Bybee
have the advantage that their design immediately captures the réle of token
frequency. However, theories which make extensive use of connections in the
lexicon must be explicitly worked out, if such theories are to be more than
metaphorical descriptions of possible mental processing mechanisms. The
Rumelhart and McClelland (1986) connectionist model illustrates that a
network theory can be articulated. However, the lexical representations of
network models should be chosen with care, since they bear the burden of
expressing the valuable insights expressed by the rules of Item and Process
models. The connectionist pattern matcher is in this regard highly unsatis-
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factory. More claborate networks, analogical models along the lines proposed
by Skousen (1989), or other forms of cluster analysis may provide alternative
lines of inquiry, but here too the results obtained will hinge on the coding
of the input. It is to be hoped that future research will lead up to models
which combine the strong points of both the ‘generative’ and the ‘dynamic’
approaches to morphology.

MOTES

¥ The author is indebted to Geert Booij, Pieter van Reenen, Rochelle Lieber and Ariane van
Sunten for valuable discussion on the linguistic interpretation of the statistics developed here,
and Richard Gill and Rewo Chitasvili for their aid in coming to grips with the mathematics of
frequency distributions, Finally, I have been able o benefit from discussions with Ui
Frauenfelder, Robert Schreuder and Willem Levelt on the psycholinguistic aspects of produc-
tivity. All errors and follies in this paper remain the responsibility of the author.

! This list should be extended with semantic conditioning factors. For instance, Zimmer
(1%64) points out that English un- tends not to attach to any base which is semantically
negative (*unbad, “unsick), and Rainer (1988) calls attention to the fact that affixes deriving
abstract quality nouns can only be attached to gualitative, but not to relational adjectives
(compare goodness with * woodenmess).

! For instance, French purism has been argued by Martinet (1969) and Zwanenburg (1971)
to have a negative influence on the degree of productivity of morphological processes in
French,

* Faor instance, in advertising the trend is to ask for a wetenschappelitk medewerker (M) (a
research assistent {male/female) rather than to mention explicitly that both medewerkers and
medewerksters can apply.

4 Onher statistical models available for the analysis of word [requency distributions can be
found in Sichel (1975) and Carroll (1967},

¥ Mote that the values of % cannot be directly compared across the two languages, as the
frame samples from which the item samples have been collected are vastly different in size,
18 000 000 for the English corpus, 600 000 for the Dutch corpus. This has the distorting
effiect that -fieid seems more productive than -ness.

& Tt can be shown (Baayen 1989) that the difference in growth rates between simplex nouns
and -fe is not significant at the 5% level, and that the reverse holds for -feid,

T For a detailed discussion see Baayen and Ligber (1991).

¥ Baayen (1989) discusses these assumptions in detail. We may note that the assumption of
independence is not met for running text. The rules of syntax, together with the requirements
of textual coherence and cohesion eause the words of a text te be arranged in patterns that are
far from random. However, our item samples do not contain all the words of some text or part
of & text, hence, many factors which give rise to interdependence are irrelevant. Although it
can be shown that even in the item samples the tokens do not occur independently, the effect
of interdependence on the pradictions of the model is minimal. In fact, the results obtained
with the empirical item samples arc replicated when special measures are taken 1o ensure that
the formations in the item sample are steictly independent.

% The extended Zipf—Mandelbrot law is obtained when & — 8 = 1 and ¥ free.

- Although the value of & suggests that -erd is very productive the very small number of
tokens invelved requires caution in evaluating 5, The problem is that for such low values of
N the mathematics underlying the interpretation of & do not apply, On the other hand, truly
unproductive processes tend to be represented by few but high frequency types. To give an
example from inflection, the Dutch unproductive plural ending -eren (kind-eren, ‘children’)
shows up with 9 types in the EC. However, the number of tokens equals 459, and & =
L0602,

" When comparing the number of types of morphological processes across corpora, ¥ looses
its interpretation of extent of use, an interpretation which hinges on the fact that the
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morphological processes being compared are sampled within the same overall frame sample of
size £, Hence, comparisons in terms of extent of use (and degree of productivity) across
corpora are legitimate only when these corpora are of approximately equal size.

12 For a detailed discussion of the productivity of these and other affixes in English see
Baayen and Lieber, MS.

I* Highly unproductive word formation processes, such as the process underlying action
nouns with vocalic alternation in Dutch, are characterized by grouped frequency distributions
for which the mode does not equal unity. For such frequency distributions, Zipf's law and its
extensions are invalid.

4 The source of this paradoxical state of affairs may reside in the stochastic process which
yields (simplex) words, Nusbaum (1985) discusses results obtained with a computer simula-
tion of a Zipl-like stochastic process which produced a set of words for which the size of the
similarity neighbourhoods of high and low frequency words were found to differ consistently.
As in natural language, high-frequency strings turned out 1o have large numbers of (high-
frequency) neighbours while low-frequency strings were found to have significantly smaller
sets of (low-frequency) neighbours. This relationship between frequency, length and the size of
the similarity neighbourhood may underly the fact that subjects have been found 1o be able to
consistently estimate the frequency of nonwords (Eukel 1930),

1 Bradley (1979) reports that the cumulative root frequency of the transparent productive
affixes -er, -ment, -ness appears to be the sole determinant of response latencies, For less
transparent -fon, neither word frequency nor cumulative root frequency were found to be
reliable predictors of response latencies. However, Cole e af. (1989) and Burani and
Caramazza (1987) obtained different experimental results indicating that word frequency and
cumulative root frequency jointly determine response latencies.

1% This result also follows immediately from Zipf™s frequency-length relation, when length is
expressed in terms of the number of morphemes, This relationship expresses the observation
that frequent words tend to be short. Hence, the hapaxes will typically contain the highest
percentage of words with large numbers of morphemes. Conversely, words with large numbers
of hapaxes will manifest the highest degree of productivity,

" The figure #, represents the number of adjectives that do not occur in the EC but which
serve as base words for attested formations in -heid and -fe. The difference in the number of
such types, 2 for -t¢ and 74 for -heid suggests that a significant difference relating to the
productivity of these affixes is involved. However, the difference in the ratios n,/ ¥ is not
significant (p > 0,05, using the exact Fisher test of independence (Sacks 1982. 370—373)).

"* In [aet, the type-token ratios presented by Anshen and Aronofl {1988) have been
calculated in such a way that the mean token frequency of formations in -ness scems o be
negligeable indeed. For instance, their Table 4 on p. 6435 lists 2 mean token frequency of 0.4%
for words in -fveness and 957 for words in -ivity. However, these ratios are obtained by
taking into account both the types which occur in the Brown corpus and the types which do
not oceur in this corpus but which are listed in Walker (1936). This mixing of frequency data
from corpus and dictionary is statistically illegitimate = it s entirely unclear on what kind of
sample space our probability measure has to be defined — and has the effect of exaggerating
the difference in token frequency between -ness and -ity. See Baayen and Lieber (1991) for
further details.

" Bee Banyen and Lieber (1991) for a more detailed discussion of the productivity of -ness
and =ity across various subdomains.

¥ 1In this case the data were obtained from the corpora of Uit den Boogaart (1975) and de
Jong (1977).
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